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INTEGRATING SPECIALIZED KNOWLEDGE 
SOURCES INTO A GENERAL SEARCH 

SERVICE 

BACKGROUND 

The goal of developing computational machinery with the 
ability to generate answers to freely-posed questions or to 
provide relevant information in response to free-text queries 
has long been sought. General search services and question 
answering systems depend on techniques for analyzing free 
text queries or questions and depend on techniques for com 
posing or identifying relevant information or explicit answers 
from a data set or database of information. Providing relevant 
information or explicit answers to freely worded queries or 
questions can be a challenging problem because a structured 
or unstructured dataset being searched may not contain 
explicit matching information or answers. In addition a data 
set may contain multiple variants of relevant answers or 
answer components. 

Approaches to information retrieval and question answer 
ing have relied on the application of several key concepts 
from information retrieval, information extraction, machine 
learning, and natural language processing (N LP). Automatic 
question answering from a single, constrained information 
source is extremely challenging. Consider the dif?culty of 
gleaning an answer to the question “Who killed Abraham 
Lincoln?” from a source which contains only the text “John 
Wilkes Booth altered history with a bullet. He will forever be 
known as the man who ended Abraham Lincoln’s life.” How 
ever, answering a question is easier when the vast resources of 
the intemet are used, since hundreds of web pages contain the 
literal string “killed Abraham Lincoln,” providing multiple 
opportunities for matching and composition. 
Many efforts in question answering have focused on fact 

based, short-answer questions such as “Who killed Abraham 
Lincoln?”, “What was the length of the Wright brothers ?rst 
?ight?”, “When did CNN begin broadcasting” or “What two 
US biochemists won the Nobel Prize in medicine in 1992?” 
Some question-answering systems have used NLP analyses 
to augment standard information retrieval techniques. These 
systems may identify candidate passages using information 
retrieval (IR) techniques, and then perform more detailed 
linguistic analyses of both the question and matching pas 
sages to ?nd speci?c answers. A variety of linguistic 
resources (part-of-speech tagging, parsing, named entity 
extraction, semantic relations, dictionaries, etc.) may be used 
to support question answering. Other approaches may use 
general information retrieval methods that employ methods 
for rewriting questions or reformulating queries to match the 
format of answers and then combine multiple results to gen 
erate answers. 

Most information retrieval systems used in searching oper 
ate at the level of entire documents. For example, in searching 
the web, pointers to complete web pages or documents are 
returned in response to a search query. However, there has 
been an interest in ?ner-grained analyses focused on methods 
for obtaining answers to questions rather than just retrieving 
potentially relevant documents or the best matching passages 
for search queries. 

SUMMARY 

This summary is provided to introduce a selection of con 
cepts in a simpli?ed form that are further described below in 
the detailed description. This summary is not intended to 
identify key features or essential features of the claimed sub 
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2 
ject matter, nor is it intended to be used to limit the scope of 
the claimed subject matter. While certain disadvantages of 
prior technologies are noted above, the claimed subject mat 
ter is not to be limited to implementations that solve any or all 
of the noted disadvantages of the prior technologies. 
Embodiments are described for a technology and method 

ology for integrating specialized sources of knowledge, such 
as focused, deep expertise about one or more topics into a 
general search service. The knowledge source may be avail 
able or provided to the general search service as a specialized 
stand-alone search service with a separate specialized data 
base, indices, computational methods, and/ or distinct 
retrieval methods. A general service for information data 
retrieval or question asking can include a search engine inter 
face to receive a search query with at least one search term 

from a user. An expert knowledge engine employed within the 
expert knowledge source can enable retrieval of expert data. 
An interpretive or predictive model module can be used to 
determine a probability that the information retrieval goals of 
the user who generated the query search terms and submitted 
the query search terms to the general search service can be 
addressed by the expert search service. Predictive models can 
be constructed from a large library of cases, where each case 
contains one or more features of queries, as well as a notation 

about whether or not an information goal can be addressed by 
the expert knowledge source. In one embodiment, the types of 
knowledge provided by an expert knowledge source are 
decomposed into a set of expertises by topic, and predictive 
models can consider the likelihood that an informational goal 
that led to a search query may be appropriately addressed by 
expertise represented by each topic. If there is a bandwidth 
cost or a fee for using the expert knowledge source, a search 
query made to the general engine can be routed to the expert 
knowledge engine when the probability the search query is 
related to or may be best handled with the expertise of an 
expert knowledge source exceeds a threshold. 

Given the relevance of an expert source to a topic, the initial 
form of the query may be converted or translated into a form 
that the expert service can use. A query reformulation module 
can reformulate a query for use by the expert knowledge 
engine such that an initial general query is structured in a 
useful way for the expert knowledge source. 
A display module can be con?gured to display the expert 

search results to the user, and the expert search results may be 
integrated with general search results, or highlighted or struc 
tured in a special manner. Another embodiment is a method 
for integrating multiple expert knowledge sources into gen 
eral search services. The method may include receiving a 
search query having search terms from a user. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 is a block diagram illustrating an embodiment of a 
system for integrating an expert knowledge engine into a 
search service. 

FIG. 2 is a diagram illustrating an expert search service 
having topics contained in the expert search service. 

FIG. 3 is a block diagram illustrating an embodiment of 
integrating an expert knowledge engine into a search service. 

FIG. 4 is a block diagram illustrating a ?rst part of an 
embodiment of a system for integrating an expert knowledge 
engine into a search service. 

FIG. 5 is a block diagram illustrating a second part of an 
embodiment of a system for integrating an expert knowledge 
engine into a search service, as related to FIG. 4. 
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FIG. 6 is a ?ow chart illustrating a method of integrating 
expert knowledge sources into more general search services. 

DETAILED DESCRIPTION 

Reference will now be made to the exemplary embodi 
ments illustrated in the drawings, and speci?c language will 
be used herein to describe the same. It will nevertheless be 
understood that no limitation of the scope of the technology is 
thereby intended. Alterations and further modi?cations of the 
features illustrated herein, and additional applications of the 
embodiments as illustrated herein, which would occur to one 
skilled in the relevant art and having possession of this dis 
closure, are to be considered within the scope of the descrip 
tion. 

Answers to freely posed questions submitted through web 
search engines may be generated based upon information 
drawn from the web (i.e., the Internet). Sometimes the redun 
dancy of information on the web can be exploited by making 
multiple queries to search engines and then combining the 
search results into an answer. However, expert knowledge 
sources are being developed that can provide search results or 
computed answers for speci?c areas of knowledge. For 
example, expert knowledge sources may be a specialized 
expert knowledge engine with search information about 
mechanical engineering, statistics, chemistry, fashion, demo 
graphics, geography, physics, information technology, or 
other detailed expert subject matter areas. 

FIG. 1 illustrates that a core search service 102 or general 
search service may be provided to a user and an expert knowl 
edge source 104 with an expert knowledge engine can be 
integrated into the core or general search service. The present 
technology can also use techniques for guiding expert infor 
mation gathering in support of answering search queries or 
search questions via the learning 108 of probabilistic models 
that predict relevance of an expert knowledge engine to a 
search query 106 from a user. 

Such probabilistic models can be constructed from data 
bases of queries sent to the general service and/or features 
associated with the general service that may be extracted from 
the search queries by a feature extractor. Then associated tags 
that describe each search query as being relevant or not rel 
evant can be handled by the expert source. Beyond the use of 
expert tags to indicate the relevance or irrelevance of an 
expert knowledge source or expert service for handling que 
ries and associated search features, indications about rel 
evance can be automatically learned by processing queries 
routed to the expert service, and analyzing signals from the 
handling of the search query by the system or the reaction of 
users to the output of the search query. For example, queries 
can be implicitly analyzed via automated analysis of signals 
that can provide information about success (or failure) as a 
user may: click through, dwell on results, over-look results, 
and/or dismiss results as signals of failure. 
A pre-search decision 110 can be made about the relevance 

of an expert search service or expert search engine (e.g., 
corpora/ expertise provider) to a search query for a user. When 
an expert knowledge engine is related to a search query then 
the search query can be sent to the expert knowledge engine. 

The expert knowledge engine can have expert information 
about just one subject or a plurality of topics contained within 
a subject. FIG. 2 illustrates that an expert knowledge engine 
or expert source 202 may have several topics 204 contained 
within the expert knowledge engine. The term expert knowl 
edge engine can also include computational engines that may 
perform computations on data in a search query to provide 
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4 
synthesized results and/or computed results in addition to 
existing documents, facts, and/or images. 

Query reformulation may be used to adapt a raw query 
from a search user to a reformulated query that can be more 

effectively used by an expert knowledge engine and/or ser 
vice sub-topic. In addition, predictive models that are trained 
from data about the successes and failures of queries sent to 
the expert information service and outputs from the expert 
information service can also predict the likelihood that 
answers received from the expert knowledge engine are cor 
rect based on multiple observation criteria, including signals 
about reliability of the answers provided by the expert system 
itself. Post-hoc classi?cation with predictive models can pro 
vide ratings about the answer’s relevance and whether the 
answer may or may not be displayed to the end user, as a ?nal 
step of quality assurance that can interpret the end-to -end 
performance of the analysis for the information goal and 
query at hand. The system can use this last stage of analysis to 
determine a likelihood that the answer obtained from the 
expert knowledge engine is believed to be relevant or correct. 
In one embodiment, depending on the inferred likelihood that 
the analysis has been successful, the resulting answer(s) may 
be displayed to users in a format that combines the expert 
search results with the general search results from the general 
search services. 
The technology can provide a system for integrating expert 

knowledge sources into a search service. A higher level over 
view of a system for using expert knowledge sources in com 
bination with more general search services will ?rst be 
described followed by a more detailed description of an 
example system. 

FIG. 3 illustrates that a search engine interface 304 can 
receive a search query 302 having search terms from a user. 
The system can include at least one expert knowledge engine 
306 or expert knowledge source to enable retrieval of expert 
data. 
A case library 308 of data can be collected and tagged to 

link features or evidence about queries to situations where the 
informational goal and associated query were “relevant” ver 
sus “irrelevant” to the expert knowledge source. A predictive 
model module 310 can be used in decisions about routing the 
query to further phases of analysis in relation to the expert 
source based on the inferred likelihood that the query will be 
handled successfully. More speci?cally, the predictive model 
module can generate a predictive model using the case library 
that provides a measure of the likelihood (e.g., probability) 
that the expert knowledge engine can provide valuable infor 
mation for the informational goals represented by the search 
query. In another embodiment, the inferred probability can be 
used in a quantitative decision analysis using an expected 
value and an expected cost for sending a search query to the 
expert knowledge engine to form a net expected value. 
Accordingly, the net expected value can be used to determine 
when to send the search query the expert knowledge engine. 
The predictive module 310 may be located in a prediction 

server 322. The prediction server can include a plurality of 
hardware processors or processing cores 324 and hardware 
memory 326 that can be used for processing the case library 
database and/or for generating and updating the predictive 
models. Alternatively, a processing pool may be a computing 
subscriber service where the predictive model processing is 
off loaded to a remote computing cloud or computing grid. 
The query can then be sent to at least one of the plurality of 

expert knowledge sources 306 when the probability that a 
search query is related to an expert knowledge engine exceeds 
a relevancy threshold. A query reformulation module 312 can 
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reformulate a search query in a format usable by the expert 
knowledge engine before the query is processed by the expert 
knowledge engine. 
A result prediction module 314 can be con?gured to per 

form a cost-bene?t analysis on results returned by the expert 
knowledge source. The result prediction module can perform 
quantitative decision analysis using an expected value and/or 
an expected cost for sending the results of a search query the 
user for display to form a net expected value. Then the net 
expected value may be used to determine when to send the 
search query results to the user when an operating threshold is 
exceeded. Alternatively, the result prediction module can be 
used to predict a con?dence probability for the results of the 
expert knowledge engine and to display expert search results 
to a user that exceed the con?dence probability. 

The operating threshold may be adjusted based on an oper 
ating thresholdmodi?er that can represent factors for increas 
ing or reducing the operating threshold. For example the 
operating threshold may change based on a modi?er for the 
topic. In addition, the modi?er can take into consideration 
available bandwidth, costs, query budgets, or other resources, 
etc. For example, if a budget for an expert knowledge source 
is known and this budget is low (e. g., low for the month), then 
the modi?er can lower the operating threshold so as to send 
more queries through even if they will likely not be successful 
in a pay per query situation. Alternatively, bandwidth limiting 
issues may be experienced (e.g., only n queries can be sent in 
per time to the expert service) and the operating threshold can 
be moved up or down using the operating threshold modi?er 
depending on how many queries are being received so as to 
increase the search query ?ow to a maximum tolerated ?ow, 
etc. 
A display module 320 can display the expert search results 

to the user. The display module may display the expert search 
results together with expert search results and the expert 
search results may be highlighted or displayed in a de?ned 
area of an application output window or web browser. 

The result prediction model may also send the con?dence 
probability back to the predictive model module and case 
library as feedback The user feedback can be used to modify 
the probabilities related to whether similar search queries 
may be sent to the same expert knowledge engine. 

FIG. 4 illustrates a more detailed embodiment of a system 
for integrating expert knowledge sources into a search ser 
vice. A search engine interface can receive a search query 
stream 402 that includes search terms from a user. The search 
engine interface can be a graphical user interface that is 
viewable by a user through a web browser, an applet in a web 
browser, or an application on an operating system. The search 
query stream can be sampled 404 so that selected search 
queries and/or search terms can have at least one tag applied 
that may de?ne an expert subject, topical category or other 
related tagging for the search query. These tags 406 can be 
applied as human crafted tags where a human expert or 
human judge can ascertain the relevant intention of the user 
submitting the search based on the search terms submitted. In 
other words, a relevant expert subject can be selected by the 
human expert reading the words for the search terms. Speci?c 
expert topics under an expert subject heading may be identi 
?ed and applied as tags for relevant search queries and/or 
search terms. The tagging discussed can enable a predictive 
model or interpretive model to learn via human judgments 
where a case library is tagged as to whether a query is “likely 
relevant” or “unlikely to be relevant” with reference to the 
expert knowledge source. 

Implicit tags 406 may also be identi?ed and applied to 
search queries and/or search terms. Manual or automated 
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6 
routing of the search queries to an expert search engine may 
generate implicit tags. In other words, learning can take place 
via automatically tagging search terms by watching user 
behavior when the search is submitted or user behavior in 
response to search results (e.g., clicking through on results so 
as to construct and to build better classi?ers over time). An 
example of an implicit tag may be where a user interface is 
presented to a user with a list of various expert knowledge 
sources or expert topics, and the user can select a speci?c 
expert subject, topic, or expert knowledge engine that the user 
desires to search. Thus, an implicit tag can be generated from 
the user’s input. An implicit tag may also be generated based 
on a web site, an intemet address, or topical web page where 
a search query originated. For example, a search may come 
from a ?nancial website and the implicit tag may be a ?nance 
tag. Tags may also come from evidence provided by the 
search query or search session. The implicit tags may also be 
created by the use of query terms, query syntax, or other 
related query effects. Further, implicit tags can be generated 
by history data or session data that has accumulated for a user. 
A case library 408 can store a library of tags, tagged search 

queries, query terms, and information related to the search 
terms. The tagged data from the case library can be used to 
construct a predictive module which can generate an expected 
value for sending a search query to an expert search source or 
a probability that a search query is relevant to an expert 
knowledge engine. The case library can be a relational data 
base, object oriented database or another type of database that 
can store the query terms, query phrases, and assigned tags. 
A predictive model module 410 can construct predictive 

models for the given case libraries and expert knowledge 
sources. The predictive model module can perform quantita 
tive decision analysis using an expected value and/or an 
expected cost for sending a search query to the expert knowl 
edge engine to form a net expected value. Then the net 
expected value may be used to determine when to send the 
search query to the expert knowledge source. For example, 
net expected value may exceed the operating threshold in 
order to trigger sending the search query to the expert knowl 
edge source or expert knowledge engine. The cost-bene?t 
analysis can be used to weigh the cost and likely bene?t of 
sending a search query to an expert knowledge source, con 
sidering the costs of routing a search query and the potential 
bene?ts of the informational value that may exit the pipeline. 
The expected value for sending a search query to the expert 

knowledge source can be determined by predicting how 
related the search query terms are to the topic of the expert 
search engine. Other ways that expected value may be mea 
sured can include measuring the number of search results 
selected by users from the expert knowledge source for simi 
lar queries or analyZing responses to a user survey about how 
relevant the search results are to a search query. The expert 
knowledge engine may provide scores on the reliability or 
goodness for handling a query based a pre-query to the expert 
search source using the search terms. Such a reliability or 
goodness score can be used as an input to predictive models 
about the relevance of queries for the expert service or of the 
expected goodness for certain query terms. A human expert 
may also provide some expected value data on whether an 
expert search engine is providing valuable results for certain 
search terms or queries. 
The expected cost for sending a search query to the expert 

knowledge engine can be determined by the costs of routing 
a search query to the expert knowledge engine. For example, 
the expected cost may be based on fees charged by expert 
knowledge source, computational overhead for the expert 
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knowledge source, computational cost of re-writing search 
queries, or the budgeted number of queries provided per time 
period. 

For example, if the computational and/ or network transfer 
cost is low or zero than most or all queries can be routed to an 
expert knowledge engine and then the answers can be exam 
ined when the answers are returned. When the expected costs 
rise, then fewer queries may be sent to the expert knowledge 
source or engine. Quantitative decision analysis can be per 
formed that considers the expected value of sending a search 
query to the expert knowledge source, given a learned 
expected value, and one or more of the costs including: fees 
per query, overall networking costs, server bandwidth allow 
ances, and/ or notions of a query budget that are linked to the 
expert knowledge source. Thus, routing may be done based 
on net expected value or a quantitative combination of the 
expected value and/ or expected cost. 

In another con?guration, the predictive model module can 
determine a probability 412 that a query search or search 
terms are related to the expert knowledge engine using the 
predictive model constructed from the case library of data. 
Beyond the use of probabilistic models that predict the rel 
evance of the expert source for handling queries using the 
queries themselves or features extracted from the queries and 
the larger searching and browsing sessions, more probabilis 
tic models can also be separately be trained to predict the 
relevance of queries to one or more speci?c topics handled by 
the expert source. An ontology of topics and subtopics can be 
created that represents a breakdown of the expertise of the 
expert source into different areas and the probabilistic models 
can be constructed and trained to predict that a query is 
relevant to each topic 414 representing a type of competency 
of the expert knowledge engine. 

The probability that the search query is related to a speci?c 
expert knowledge engine source can also be revised 416 
based on any additional evidence E”, or factors known about 
the search query 418 or related search queries. Additional 
evidence may be based upon the original query, the updated 
query terms, the subject being searched, the difference in the 
number of query terms in a rewritten query as compared to the 
original query, and other evidence. Multiple aspects of a 
user’s session or multiple sessions can be considered along 
with the current query. A similar process can be applied to the 
probability that a topic is relevant to a search query 420 where 
additional outside evidence E”, or factors can be taken into 
account. 

In one embodiment, once relevance is established to the 
subject matter of the expert knowledge engine, then the 
search query can be analyzed to determine whether the search 
query is relevant to a topic in the expert knowledge engine. 
When the search query has been determined to be relevant to 
the expert knowledge engine and/or topics in the expert 
knowledge engine, then the search query can be submitted to 
the expert knowledge engine and/ or the topical search portion 
of the expert knowledge engine. 

In an example of the predictive model module, a correlated 
feature set of important search terms, search phrases, or 
search queries can be built using the case library or case 
database. A separate correlated feature set can be correlated to 
each expert knowledge database or an integrated correlated 
feature set may be used for many expert knowledge data 
bases. The correlated feature set can be built by selecting 
terms from the case library that have a probability of being 
related to the speci?c expert knowledge database. For 
example, a feature set can be selected using a feature ranking 
algorithm where features or search terms that reach a certain 
score for important metrics are included. Alternatively, sub set 
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8 
selection can intelligently search the entire subset for a 
desired subset. The correlated feature set can also be selected 
by a human but this can be time consuming. 
A selected feature set for search query and the expert 

knowledge database can be encoded as a vector of binary 
features representing the binary existence of speci?c query 
search terms that may trigger the use of the expert knowledge 
database. Additionally, the feature set of query search terms 
that may be related to an expert knowledge database can be 
represented using other useful machine storage representa 
tions such as relational databases, object oriented databases, 
multi-dimensional vectors, or other storage representations. 
A selection of search queries can be obtained from the 

search query stream. The selection of sampled search queries 
can be performed by selecting a de?ned sample of search 
queries from at least one database storing search queries (e.g. 
with a sample size that is statistically relevant for the search 
terms being studied). In one example, the data may be 
obtained from the databases of search queries from one or 
more search engines. 
A model can be created to help predict the expert knowl 

edge engine to which a search query is likely to be related 
based on the correlated feature set. The model used to predict 
whether an expert knowledge database may be selected can 
be a statistical model con?gured to be trained using a multi 
variate statistical correlation model. Some examples of a 
multivariate statistical model that can be used include: logis 
tic regression, Naive Bayes Classi?er, Principal Component 
Analysis, Decision Trees, Bayesian networks, Nearest 
Neighbor methods, or any other suitable multivariate statis 
tical analysis model which enables the study of the probable 
linkage between a search query and an expert knowledge 
engine. The model used to predict whether a search query is 
relevant to an expert knowledge engine can also use causal 
reasoning that is applied to the search terms in order to make 
statistical links between search terms. 
A probability that a given search query is related to an 

expert knowledge engine can then be predicted using the 
de?ned effect by the model and a speci?ed predictor by 
applying statistical analysis to the search query using the 
predictive model built from the case library. This means the 
speci?ed predictor can provide a probability that the search 
query terms are related to a certain expert knowledge engine. 
As a result, the de?ned effect for the search query being tested 
can be estimated based on the statistical model, computed 
probability, correlated features from the database, and desired 
results for the model. An analytics module can create a model 
to predict a probability that a search query is related to an 
expert knowledge engine based on a correlated feature set. 
The model can be also con?gured by users to build predictive 
models to target a feature or feature set. 
The case library can also be con?gured to obtain a selection 

of existing search queries for correlating to expert knowledge 
sources. These search queries may be selected randomly in 
order to generate a broad randomized sampling of search 
queries over many types of expert topics, or search queries 
can be sampled for one speci?c expert topic to form the 
relationship probability. 

In FIG. 4, when the probability that a search query is 
related to a selected expert knowledge engine exceeds an 
operating threshold 430, then the search query can be sent to 
the expert knowledge engine. Otherwise, the search query 
may be rejected for the expert source 432. 

Before the search query is processed by the expert knowl 
edge engine, the query may have query reformulation 440 
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applied to the search query 445. The search query may be 
reformulated or revised into a format usable by the expert 
knowledge engine. 

The expert knowledge engine may reformulate the query 
into de?ned protocol formats such as SQL query language, 
normalized forms, mathematical forms or other syntactic or 
semantic forms used by the expert knowledge sources. The 
query reformulation module can reformulate a query based 
on expert rules for a relevant expert knowledge engine and 
topic. The query reformulation module can also use an expert 
engine to learn to re-write queries for speci?c topics in the 
expert knowledge engine. A query can also be reformulated 
so that a separate query re-write can be created for one or 
more of a plurality of topics in the expert knowledge engine. 
One approach to constructing answers relies on procedures 

for converting questions into sets of words that may appear in 
the source data set. A variety of query-rewriting procedures 
may be applied to convert questions into sets of queries posed 
to search engines, and techniques may be employed to con 
vert one or more query results into an answer. 

An example of query reformulation changes each user 
question into likely substrings of declarative answers to the 
question. For a question, several rewrites may be generated 
using rewrite heuristics. The rewrites can vary from speci?c 
string matching to a simple “ANDing” of all the query words. 
As an example, for the query “Who killed Abraham Lin 
coln?” the following rewrites can be provided: 
<LEFT>“killed Abraham Lincoln”; “Abraham Lincoln was 
killed by”<RlGHT>; and killed AND Abraham AND Lin 
coln. <LEFT> and <RIGHT> refer to the likely placement of 
candidate answers. The <LEFT> and <RIGHT> operators 
represent searching wildcards. The ?rst two rewrites are 
structured so that a text on the intemet or web can match an 

exact phrase, such as “killed Abraham Lincoln.” The last 
example rewrite can be referred to as a conjunctional back-off 
strategy, as the last example simply “ANDs” together all the 
query words, leading to less speci?c queries. The rewrite 
strings can be formulated as search engine queries and sent to 
a search engine from which page summaries are collected. 
Then an expert knowledge engine can be used as the provider 
of results to the second stage of analysis. Heuristic scores can 
be assigned to results of different kinds of rewrites. The 
system can assign higher weights to the results of more pre 
cise rewrites than is assigned to the more general, conjunc 
tional back-off rewrite. 

In order to limit the number of queries issued by the query 
reformulation module, expert-derived heuristic functions or 
Bayesian models can be used that may generate probabilities 
of success for various rewrites. Thus, a ranking of individual 
query rewrites can be provided and only a pre-de?ned number 
of the highest ranked query reformulations can be used. For 
example, the top ?ve to ten ranked query reformulations may 
be picked. Scoring query rewrites can help avoid the nonsen 
sical or redundant queries that can be created through query 
reformulation. In the case of Bayesian learning procedures, 
models can be generated from a set of training cases that can 
be used to infer the probabilistic lift in accuracy that queries 
of different types may confer. Such models may provide a 
normalized metric for ordering sets of queries by their value. 

Certain factors may be considered when establishing a 
query quality gradient or query valuation system. For 
example, the queries can be separated into two categories: (1) 
queries that involve ANDing of individual words and occa 
sionally short phrases (e. g., populationAND “of Japan”), and 
(2) queries that contain a single phrase (e.g., “the population 
of Japan is”). The former can be referred to as conjunctional 
rewrites, and the latter can be referred to as phrasal rewrites. 
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10 
These two sets of queries have several distinct features. For 
both types of rewrites, the number of distinct words and the 
number and percentage of stop words present in the queries 
can be observed. For building predictive models of the good 
ness of phrasal rewrites, a statistical natural language parser 
for English text can be used. The syntactic parser may con 
struct multiple parse trees, capturing multiple hypotheses for 
an input string, based on a consideration of the likely different 
parts of speech that words in a phrase can have. After produc 
ing all hypotheses, the parser may employ a language model 
to rank the likely syntactic hypothesis, computing probabili 
ties of each parse tree as the product of the probability of all 
of the nodes in the tree. The application of NLP parsing to 
each query rewrite does not put a signi?cant computational 
burden on hosting query clients because rewrites are parsed 
on an order of milliseconds. Features output by the parser can 
be used for valuing query rewrites. The features used for 
rewrite valuation can include the number of primary and 
secondary parses and the likelihood assigned to the maximum 
probability parse tree. Such features can be a measure of the 
grammatical “goodness” of a query rewrite. 

To construct predictive models for inferring the best order 
ing of queries, statistical modeling, such as logistic regres 
sion, Support Vector Machines (SVMs), or Bayesian struc 
ture learning may be used. The latter method generates 
Bayesian networks, which capture and represent dependen 
cies among variables and main in?uences on a target variable 
of interest. Given a dataset, Bayesian-network learning meth 
ods can perform a heuristic search over a space of dependency 
models and can employ a Bayesian model score to identify 
models with the greatest ability to explain the data. At run 
time, these models can be used to analyze evidence and output 
probability distributions over variables of interest that have 
not yet been observed or that cannot be observed directly. 

In a learned predictive model for conjunctional rewrites, 
capturing the probability that the answer may be correct can 
be in?uenced directly by the number of capital words, the 
longest phrase, the number of stop words, the longest word, 
and the percentage of stop words in the query rewrite. Other 
observable factors in?uence the probability that answers will 
be correct via dependencies with these variables. Predictive 
models can provide inferences about the probabilities that 
speci?c single rewrites will lead to a correct answer to a 
question. Given a set of query rewrites, the inferred probabili 
ties that individual queries will achieve a correct answer as a 
query-quality score can be used for ordering the list of 
rewrites in a subsequent analysis. The ordering provides a 
decision mechanism for a cost-bene?t analysis of the ideal 
number of queries to issue to an expert knowledge engine. 
Although probabilistic methods are used, the ordering can be 
considered a heuristic approximation in a system that uses 
ensembles of queries. 

FIG. 5 illustrates a second part of the system and/ or process 
described in FIG. 4. FIG. 5 includes an expert knowledge 
engine 500 to enable retrieval of expert data from an expert 
source. The expert knowledge engine can receive the refor 
mulated search query described in FIG. 4, and the search 
query can either be ful?lled by expert subject 502 or expert 
topic 504. 
A result prediction module 520 can be con?gured to per 

form a cost-bene?t analysis, as information is available, on 
the search results returned by the expert knowledge source. 
The result prediction module can perform quantitative deci 
sion analysis using an expected value and/or an expected cost 
to form a net expected value regarding sending the results of 
a search query to the user for display. Then the net expected 
value may be used to determine when to send the search query 
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results to the user. For example, a numeric gauge of the net 
expected value can be compared to an operating threshold to 
determine whether to send the search results to an end user. 
The cost-bene?t analysis can be used to weigh the expected 
cost and expected bene?t of sending the search results from 
an expert knowledge source to the user. An analysis may 
consider the costs of routing the search results, displaying the 
search results, and the potential value of the search results 
from the pipeline to the user. 

In another con?guration, the result prediction module can 
be con?gured to predict a con?dence probability for the 
results of the expert knowledge engine. The con?dence prob 
ability may be determined by checking certain factors such as 
the original query, the updated query terms, and the topic 
being searched as compared to the results. A probability 
threshold (or operating threshold) for the output cost-bene?t 
analysis can be computed by doing a cost-bene?t analysis. In 
addition, a probability threshold can be also set by hand 
heuristically. 

Other evidence En may also affect the con?dence probabil 
ity determination such as: whether a query timed out, an 
internal con?dence returned from the expert knowledge 
engine, and other evidence factors. For example, an expert 
knowledge engine may know when no speci?c result has been 
found and that can be reported back. Another example is 
where text may be received as an answer when a numerical 
value was expected for a computation, and then this incorrect 
output format may be evidence that the probability of the 
search success is lower. The search results may also be 
mingled with other more general search results. For instance, 
one or two of the most speci?c general search results can be 
displayed followed by the expert search results, which may 
then be followed by general image or video search results. 

In one example, models for predicting the success of que 
ries can be built 522 using a case library. Bayesian networks 
can be created from a training set consisting of cases of single 
queries and answers labeled by their correctness. The training 
cases can be trained by running queries against the expert 
knowledge engine. For each query, the rewrites generated can 
be collected. The cases can be created by examining features 
of conjunctional and phrasal query rewrites provided by the 
system, and noting the success of the system in answering the 
questions with single queries. The accuracy of the models can 
be tested on a new set of known queries applied against the 
expert knowledge engine. Then the model can be used to 
verify the correctness of unknown queries. 
When the con?dence probability for the results exceed a 

certain con?dence probability threshold 530 as predicted by 
the probability result prediction module, then the expert 
search results may be displayed to the user 532 . Alternatively, 
if the con?dence probability for the search results is below the 
con?dence probability threshold then the search results may 
be rejected 534 and may not be displayed to the user. The 
expert search results can be displayed as independent results 
or the expert search results can be displayed in an expert 
search area along with general search results. For example, a 
web page or application that is displaying the search results 
may provide a search result box, a highlighted search area, or 
comparison of the expert search results with general search 
results. 

In some situations, the expert knowledge source can pro 
vide scores on the reliability or goodness of answers for the 
search queries from the expert knowledge engine’s service. 
The internal evaluation of the goodness and value of the 
answers provided can also be used for deciding whether to 
display the search results to a user. 
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The actions of a user in response to the displayed result can 

be used to further improve the accuracy of a selection of the 
expert knowledge engine. If the user selects the top search 
result from the displayed search result, then the system can 
infer that a successful search result was found. The associated 
tags and terms in the case library database can be modi?ed 
accordingly. On the other hand, when the user does not select 
any of the search results but submits another similar search 
query to the search interface during the same search session, 
then the system can infer that no relevant search results were 
found and the tags and terms in the case database can be 
adjusted for the expert knowledge sources selected. As 
described with learning whether a search query is relevant to 
an expert knowledge source, learning via human judgments 
can also take place for the output search results. In the case of 
the search query output, human input can help determine 
whether the output or search result provided by expert knowl 
edge source is relevant to the search query. A human j udge can 
tag a case library of search query terms with “likely relevant” 
or “unlikely to be relevant” that represent whether the query 
output was relevant to the original query. As mentioned 
above, such tags can also be learned automatically by watch 
ing user behavior, (e.g., clicking through on results so as to 
construct and to build better classi?ers over time). 

Further, the predictive models or rules can be based on 
automated learning and human tagging by considering when 
queries are relevant or not irrelevant for one or more topics in 
an ontology of topics that are known to be handled by an 
expert source. The tags can be used as an intermediary means 
for assessing relevance of different aspects of the expert 
source, where predictive models can be made on a topic by 
topic basis. 

FIG. 6 illustrates a method for integrating expert knowl 
edge sources into general search services. The method 
includes the operation of receiving a search query having 
search terms from a user, as in block 610. An expert knowl 
edge engine can be identi?ed to enable retrieval of expert data 
for the search query, as in block 620. This expert knowledge 
engine may initially be just a candidate for submission of the 
search query. 
A predictive model constructed from a case library of que 

ries and associated tags can be applied to the search query to 
determine which expert knowledge engine is relevant to the 
search query, as in block 630. This determination can be made 
based on a probability generated using statistical models 
regarding whether the search query is related to the expert 
knowledge engine. When the relevance probability exceeds a 
de?ned value then the search query can be sent to the expert 
knowledge engine. 
The search query can be reformulated to provide a format 

usable by the expert knowledge engine, as in block 640. Such 
reformulations may include converting the search query into 
an equation, an expert rule, a foreign language, or source code 
for an expert search engine. The term “usable” as discussed 
here can mean reformatting of a user’s search query to a form 
a query that can be parsed by the expert engine in a way that 
preserves the original intent of the user. For example, an 
expert knowledge source (e.g. Wolfram Alpha) may need to 
be guided on how to interpret a query. A user may type in the 
query “William gates” with the intent of getting information 
about William (Bill) Gates, III, a founder of Microsoft Cor 
poration. If the terms “William gates” are sent verbatim to the 
expert knowledge source, the expert knowledge source may 
interpret the query as the user’s request to compare the two 
last names William and gates. In contrast, the query reformu 
lation process of the present technology may convert the 
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query to either “bill gates” or “William gates III” for the 
expert search system to interpret the terms properly. 

In another example, the terms “Georgia Russia” may be 
submitted by a user to an expert knowledge source. This 
query might be interpreted by the expert knowledge source as 
asking how far (in distance) Georgia (the US. state) is from 
Russia, when the actual intent of the query is more likely to 
?nd out about the Georgia republic that used to be part of 
USSR. The query rewrite system can reformulate this query 
to include the revised term “country: Georgia” to force the 
expert system to interpret the query correctly. 
A search result can then be obtained from the expert knowl 

edge engine for the user, as in block 650. The search results 
can be displayed to an end user via a user interface in a web 

browser or a searching software application with a user inter 
face. 

In one example con?guration, a search result of the refor 
mulated search query can be analyzed or tested to determine 
a con?dence probability. If the con?dence probably exceeds 
a pre-de?ned operating threshold, then the results can be 
displayed to the user. The expert search results may be dis 
played in an expert search area along with general search 
results. 
Some of the functional units described in this speci?cation 

have been labeled as modules, in order to more particularly 
emphasize their implementation independence. For example, 
a module may be implemented as a hardware circuit compris 
ing custom VLSI circuits or gate arrays, off-the-shelf semi 
conductors such as logic chips, transistors, or other discrete 
components. A module may also be implemented in pro gram 
mable hardware devices such as ?eld programmable gate 
arrays, programmable array logic, programmable logic 
devices or the like. 

Modules may also be implemented in software for execu 
tion by various types of processors. An identi?ed module of 
executable code may, for instance, comprise one or more 
blocks of computer instructions, which may be organized as 
an object, procedure, or function. Nevertheless, the 
executables of an identi?ed module need not be physically 
located together, but may comprise disparate instructions 
stored in different locations which comprise the module and 
achieve the stated purpose for the module when joined logi 
cally together. 

Indeed, a module of executable code may be a single 
instruction, or many instructions, and may even be distributed 
over several different code segments, among different pro 
grams, and across several memory devices. Similarly, opera 
tional data may be identi?ed and illustrated herein within 
modules, and may be embodied in any suitable form and 
organized within any suitable type of data structure. The 
operational data may be collected as a single data set, or may 
be distributed over different locations including over different 
storage devices. The modules may be passive or active, 
including agents operable to perform desired functions. 

Furthermore, the described features, structures, or charac 
teristics may be combined in any suitable manner in one or 
more embodiments. In the preceding description, numerous 
speci?c details were provided, such as examples of various 
con?gurations to provide a thorough understanding of 
embodiments of the described technology. One skilled in the 
relevant art will recognize, however, that the technology can 
be practiced without one or more of the speci?c details, or 
with other methods, components, devices, etc. In other 
instances, well-known structures or operations are not shown 
or described in detail to avoid obscuring aspects of the tech 
nology. 
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Although the subject matter has been described in lan 

guage speci?c to structural features and/ or operations, it is to 
be understood that the subject matter de?ned in the appended 
claims is not necessarily limited to the speci?c features and 
operations described above. Rather, the speci?c features and 
acts described above are disclosed as example forms of 
implementing the claims. Numerous modi?cations and alter 
native arrangements can be devised without departing from 
the spirit and scope of the described technology. 

The invention claimed is: 
1. A computer-implemented process for integrating a spe 

cialized knowledge source into a general search service, com 
prising using a computer to perform process actions for: 

using a search engine interface to receive a search query 
having search terms from a user; 

providing multiple expert knowledge engines each con?g 
ured to enable retrieval of expert search results; 

using a predictive model module con?gured to generate a 
predictive model that provides a measure of a likelihood 
that one or more of the expert knowledge engines will 
provide valuable information for the search query and 
selecting one or more of the expert knowledge engines 
having highest probabilistic likelihoods of providing 
valuable information in response to the search query; 

using a query reformulation module to automatically refor 
mulate the search query into multiple reformulated que 
ries having increased probabilities of being effectively 
used by the selected expert knowledge engines to return 
relevant search results, determining a probabilistic rank 
ing for each reformulated query, and providing one or 
more of the highest ranked queries for use by one or 
more of the selected expert knowledge engine to retrieve 
expert search results; and 

using a display module con?gured to display the retrieved 
expert search results to the user. 

2. The computer-implemented process as in claim 1, fur 
ther comprising using a result prediction module con?gured 
to predict a con?dence probability for the expert search 
results of the selected expert knowledge engines. 

3. The computer-implemented process as in claim 2, 
wherein the expert search results are displayed to the user 
when the result prediction module predicts that the search 
results have a con?dence probability that exceeds an operat 
ing threshold. 

4. The computer-implemented process as in claim 1, 
wherein the predictive model module is con?gured to per 
form quantitative decision analysis using an expected value 
and an expected cost for sending a search query to the expert 
knowledge engines to form a net expected value, wherein the 
net expected value is used to determine whether to send the 
search query to one or more of the expert knowledge engines. 

5. The computer-implemented process as in claim 1, 
wherein the display module displays the expert search results 
in an expert search area along with general search results. 

6. The computer-implemented process as in claim 1, 
wherein each of the expert knowledge engines include expert 
information about a plurality of topics and further comprises 
a topic relevance module con?gured to predict a relevance of 
a topic in the expert knowledge engine once the search query 
has been determined to be relevant to the expert knowledge 
engine. 

7. A computer-implemented process as in claim 1, further 
comprising a case library that includes search queries and 
query features that are tagged by success or failure of the 
expert knowledge engines to provide a valuable response, and 
wherein the case library is used to construct a predictive 
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model to determine a probability that the search query is 
relevant to one or more of the expert knowledge engines. 

8. A computer-implemented process as in claim 1, wherein 
the query reformulation module reformulates the search 
query based on expert rules for the expert knowledge engines 
and topics. 

9. A computer-implemented process as in claim 1, wherein 
the query reformulation module reformulates the search 
query so that a separate query re-write is created for each of a 
plurality of topics in one or more of the expert knowledge 
engines. 

10. The computer-implemented process as in claim 1, 
wherein the predictive model module is con?gured to deter 
mine a probability that the search terms are related to one or 
more of the expert knowledge engines and to send the search 
query to one or more selected expert knowledge engines 
when the probability exceeds an operating threshold. 

11. The computer-implemented process as in claim 10, 
wherein the operating threshold will vary based on operating 
threshold modi?ers. 

12. A computer-readable medium having computer execut 
able instructions stored therein for integrating expert knowl 
edge sources into general search services, said instructions 
causing a computing device to execute a method comprising: 

receiving a search query having search terms from a user; 
providing a plurality of expert knowledge engines con?g 

ured to enable retrieval of expert data; 
applying a predictive model to evaluate each of the expert 
knowledge engines in combination with the search 
query to select a single one of the expert knowledge 
engines having a highest probabilistic relevance to the 
search query; 

using one or more probabilistic models for automatically 
reformulating the search query to provide one or more 
reformulated queries each having higher probabilities of 
returning a correct search result from the selected expert 
knowledge engine than the original search query; and 

obtaining one or more expert search results from the 
selected expert knowledge engine for one or more of the 
reformulated search queries. 

13. A method as in claim 12, further comprising: 
testing the expert search result of the reformulated search 

query to determine a con?dence probability; and 
displaying the expert search result to the user based on the 

con?dence probability exceeding a operating threshold. 
14. The method as in claim 12, further comprising display 

ing the expert search results in an expert search area along 
with general search results. 
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15. The method as in claim 12, further comprising using a 

user action in response to the expert search result to further 
improve the accuracy of a selection of the expert knowledge 
engine for the search query. 

16. The method as in claim 12, further comprising predict 
ing a relevance of a topic in the expert knowledge engine once 
the search query has been determined to be relevant to a 
subject of the expert knowledge engine. 

17. A computer-implemented process for integrating 
expert knowledge sources into a search service, comprising 
using a computer to perform process actions for: 

using a search engine interface to receive a search query 
having search terms from a user; 

providing multiple expert knowledge engines con?gured 
to enable retrieval of expert search results; 

providing a case library having tagged search cases related 
to the search terms; 

using a predictive model module con?gured to determine a 
probability that the search terms are related to one or 
more of the expert knowledge engines and to select each 
expert knowledge engine having a probability that 
exceeds an operating threshold; 

for each selected expert knowledge engine, using a query 
reformulation module to separately reformulate the 
search query to provide one or more reformulated que 
ries each having higher probabilities of returning a cor 
rect search result from the corresponding expert knowl 
edge engine than the original search query; 

obtaining one or more expert search results from each 
selected expert knowledge engine for one or more of the 
corresponding reformulated search queries; and 

using a display module con?gured to display the obtained 
expert search results to the user. 

18. The computer-implemented process as in claim 17, 
further comprising using a topic relevance module con?gured 
to predict a relevance of a topic in the expert knowledge 
engine once the search query has been determined to be 
relevant to a subject of the expert knowledge engine. 

19. A computer-implemented process as in claim 17, 
wherein the predictive model module is constructed using the 
case library of tagged data and the predictive model is used to 
determine a probability that a search query is relevant to an 
expert knowledge engine. 

20. A computer-implemented process as in claim 17, 
wherein the query reformulation module reformulates a 
query based on expert rules for the expert knowledge engine 
or topics. 


