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(57) ABSTRACT 
Speech quality estimation technique embodiments are 
described which generally involve estimating the human 
speech quality of an audio frame in a single-channel audio 
signal. A representation of a harmonic component of the 
frame is synthesized and used to compute a non-harmonic 
component of the frame. The synthesized harmonic compo 
nent representation and the non-harmonic component are 
then used to compute a harmonic to non-harmonic ratio 
(HnHR). This HnHR is indicative of the quality of a user’s 
speech and is designated as an estimate of the speech quality 
of the frame. In one implementation, the HnHR is used to 
establish a minimum speech quality threshold below which 
the quality of the user’s speech is considered unacceptable. 
Feedback to the user is then provided based on whether the 
HnHR falls below the threshold. 
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HARMONICITY-BASED SINGLE-CHANNEL 
SPEECH QUALITY ESTIMATION 

BACKGROUND 

An acoustic signal from a distance sound source in an 
enclosed space produces reverberant sound that varies 
depending on the room impulse response (RIR). The estima 
tion of the quality of human speech in an observed signal in 
light of the level of reverberation in the space provides valu 
able information. For example, in typical speech communi 
cation systems such as voice over Internet protocol (V OIP) 
systems, video conferencing systems, hands-free telephones, 
voice-controlled systems and hearing aids, it is advantageous 
to know if the speech is intelligible in the signal produced 
despite the room reverberation. 

SUMMARY 

Speech quality estimation technique embodiments 
described herein generally involve estimating the human 
speech quality of an audio frame in a single-channel audio 
signal. In an exemplary embodiment, a frame of the audio 
signal is input and the fundamental frequency of the frame is 
estimated. In addition, the frame is transformed from the time 
domain into the frequency domain. A harmonic component of 
the transformed frame is then computed, as well as a non 
harmonic component. The harmonic and non-harmonic com 
ponents are then used to compute a harmonic to non-har 
monic ratio (HnHR). This HnHR is indicative of the quality of 
a user’s speech in the single channel audio signal used to 
compute the ratio. As such, the HnHR is designated as an 
estimate of the speech quality of the frame. 

In one embodiment, the estimated speech quality of the 
frames of the audio signal is used to provide feedback to a 
user. This generally involves inputting the captured audio 
signal and then determining whether the speech quality of the 
audio signal has fallen below a prescribed acceptable level. If 
it has, feedback is provided to the user. In one implementa 
tion, the HnHR is used to establish a minimum speech quality 
threshold below which the quality of the user’s speech in the 
signal is considered unacceptable. Feedback to the user is 
then provided based on whether a prescribed number of con 
secutive audio frames have a computed HnHR that does not 
exceed the prescribed speech quality threshold. 

It should be noted that this Summary is provided to intro 
duce a selection of concepts, in a simpli?ed form, that are 
further described below in the Detailed Description. This 
Summary is not intended to identify key features or essential 
features of the claimed subject matter, nor is it intended to be 
used as an aid in determining the scope of the claimed subject 
matter. 

DESCRIPTION OF THE DRAWINGS 

The speci?c features, aspects, and advantages of the dis 
closure will become better understood with regard to the 
following description, appended claims, and accompanying 
drawings where: 

FIG. 1 is an exemplary computing program architecture for 
implementing speech quality estimation technique embodi 
ments described herein. 

FIG. 2 is a graph of an exemplary frame-based amplitude 
weighting factor that gradually decreases the energy of a 
synthesized harmonic component signal at the reverberation 
tail interval. 
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2 
FIG. 3 is a ?ow diagram generally outlining one embodi 

ment of a process for estimating speech quality of a frame of 
a reverberant signal. 

FIG. 4 is a ?ow diagram generally outlining one embodi 
ment of a process for providing feedback to a user of an audio 
speech capturing system about the quality of human speech in 
a captured single-channel audio signal. 

FIGS. 5A-B are a ?ow diagram generally outlining one 
implementation of a process action of FIG. 4 for determining 
whether the speech quality of the audio signal has fallen 
below the prescribed level. 

FIG. 6 is a diagram depicting a general purpose computing 
device constituting an exemplary system for implementing 
speech quality estimation technique embodiments described 
herein. 

DETAILED DESCRIPTION 

In the following description of speech quality estimation 
technique embodiments reference is made to the accompany 
ing drawings which form a part hereof, and in which are 
shown, by way of illustration, speci?c embodiments in which 
the technique may be practiced. It is understood that other 
embodiments may be utilized and structural changes may be 
made without departing from the scope of the technique. 

1.0 Speech Quality Estimation 

In general, speech quality estimation technique embodi 
ments described herein can improve a user’s experience by 
automatically giving feedback to the user with regard to his or 
her voice quality. Many factors in?uence the perceived voice 
quality such as noise level, echo leak, gain level and rever 
berance. Among them, the most challenging one is reverber 
ance. Until now, there has been no known method to measure 
the amount of reverberance using the observed speech alone. 
The speech quality estimation technique embodiments 
described herein provide such a metric, which blindly (i.e., 
without the need for a “clean” signal for comparison) mea 
sures the reverberance using only observed speech samples 
from a signal representing a single audio channel. This has 
been found to be possible for random positions of speaker and 
sensor in various room environments, including those with 
reasonable amounts of background noise. 
More particularly, the speech quality estimation technique 

embodiments described herein blindly exploit the harmonic 
ity of an observed single-channel audio signal to estimate the 
quality of a user’s speech. Harmonicity is a unique charac 
teristic of human voice speech. As indicated previously, the 
information about the quality of the observed signal, which 
depends on room reverberation conditions and speaker to 
sensor distance, provides useful feedback to speaker. The 
aforementioned exploitation of the harmonicity will be 
described in more detail in the sections to follow. 
1.1 Signal Modeling 

Reverberation can be modeled by a multi-path propagation 
process of an acoustic sound from source to sensor in an 

enclosed space. Generally, the received signal can be decom 
posed into two components; early reverberations (and direct 
path sound), and late reverberations. The early reverberation, 
which arrives shortly after the direct sound, reinforces the 
sound and is a useful component to determine speech intelli 
gibility. Due to the fact that the early re?ections vary depend 
ing on the speaker and sensor positions, it also provides 
information on the volume of space and the distance of the 
speaker. The late reverberation results from re?ections with 
longer delays after the arrival of the direct sound, which 
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impairs speech intelligibility. These detrimental effects are 
generally increased with longer distance between the source 
and sensor. 

1 .1 .1 Reverberant Signal Model 
The room impulse response (RIR) denoted as h(n) repre 

sents the acoustical properties between sensor and speaker in 
a room. As indicated previously, the reverberant signal can be 
divided into two parts; early reverberation (including direct 
path) and late reverberation: 

he(r) 0 s r < T1 

mm 
0 otherwise, 

(1) 

h(z): rle 

where he(t) and hZ(t) are the early and the late reverberation of 
the RIR, respectively. The parameter T 1 can be adjusted 
depending on applications or subjective preference. In one 
implementation, T l is prescribed and ranges from 50 ms to 80 
ms. The reverberant signal, x(t), obtained by the convolution 
of the anechoic speech signal s(n) and h(n) can be represented 
as: 

X10) 

The direct sound is received through free-?eld without any 
re?ections. The early reverberation xe(t) is composed of the 
sounds which are re?ected off one or more surfaces until T 1 

time period. The early reverberation includes the information 
of the room size and the positions of speaker and sensor. The 
other sound resulting from re?ections with long delays is the 
late reverberation xZ(t), which impairs speech intelligibility. 
The late reverberation can be represented by an exponentially 
decaying Gaussian model. Therefore, it is reasonable 
assumption that the early and the late reverberation are uncor 
related. 
1.1.2 Harmonic Signal Model 
A speech signal can be modeled as the sum of a harmonic 

signal sh(t) and a non-harmonic signal sn(t) as follows: 

(3) 

The harmonic part accounts for the quasi-periodic compo 
nent of the speech signal (such as voice), while the non 
harmonic part accounts for its non-periodic components 
(such as fricative or aspiration noise, and period-to-period 
variations caused by glottal excitations). The (quasi-) period 
icity of the harmonic signal sh(t) is approximately modeled as 
the sum of K-sinusoidal components whose frequencies cor 
respond to the integer multiple of the fundamental frequency 
F0. Assuming that Ak(t) and 0k(t) are the amplitude and phase 
of the k-th harmonic component, it can be represented as 

K (4) 
SW) = z Ak (I)COS(9/< (1)), 91(0) = k91(1), 

where 0k(t) is the time derivative of the phase of the k-th 
harmonic component and 01(t) is the F0. Without loss of 
generality, Ak(t) and 0k(t) can be derived from the short time 
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4 
Fourier transform (STFT) of the signal S(f) around time index 
nO which are given as 

Al (I) = |S(/<@1(n0 >)|. (5) 

em) = rs(/< 01%)) + where F:2y+1 is a short enough analysis window that it 

extracts the time-varying feature of the harmonic signal. 
1.2 Harmonic to Non-Harmonic Ratio Estimation 
Given the foregoing signal model, one implementation of 

the speech quality estimation technique involves a single 
channel speech quality estimation approach, which uses the 
ratio between the harmonic and the non-harmonic compo 
nents of the observed signal. After de?ning the harmonic to 
non-harmonic ratio (HnHR), it will be shown that the ideal 
HnHR corresponds to the standard room acoustical param 
eter. 
1.2.1 Room Acoustic Parameters 
The ISO 3382 standard de?nes several room acoustical 

parameters and speci?es how to measure the parameters 
using known room impulse response (RIR). Among these 
parameters, the speech quality estimation technique embodi 
ments described herein advantageously employ the rever 
beration time (T60) and clarity (C50, C80) parameters, in part 
because they can represent not only the room condition but 
also the speaker to sensor distance. The reverberation time 
(T60) is de?ned as a time interval required for the sound 
energy to decay 60 dB after the excitation has stopped. It is 
closely related to room volume and quantity of the whole 
reverberation. However, the speech quality can also vary by 
the distance between a sensor and speaker, even if it is mea 
sured in a same room. The clarity parameters are de?ned as 
the logarithmic energy ratio of an impulse response between 
early and late reverberation given as follows: 

(6) 

where in one embodiment C# refers to C50 and is used to 
express the clarity of speech. It is noted that C80 is better 
suited for music and would be used in embodiments involving 
music clarity. It is further noted that if # is very small (e.g., 
smaller than 4 milliseconds), the clarity parameter becomes a 
good approximation of the direct-to-reverberant energy ratio 
(DRR), which gives the information of the distance from 
speaker to sensor. Actually, the clarity index is closely related 
to the distance. 
1.2.2 Reverberant Signal Harmonic Component 

In a practical system, h(n) is unknown and it is very hard to 
blindly estimate an accurate RIR. However, the ratio between 
the harmonic and the non-harmonic component of the 
observed signal provides useful information on speech qual 
ity. Using Eqs. (1), (2) and (3), the observed signal x(t) can be 
decomposed into the following harmonic xeh(t) and non 
harmonic xnh(t) components: 

where * represents the convolution operation. xeh(t) is the 
early reverberation of the harmonic signal which is composed 
of the sum of several re?ections with small delays. Since the 
length of the he(t) is essentially short, xeh(t) can be seen as a 
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harmonic signal in low frequency band. Therefore, it is pos 
sible to model xeh(t) as a harmonic signal similar to Eq. (4). 
x1h(t) and xn(t) are the late reverberation of the harmonic 
signal and reverberation of noisy signal sn(t), respectively. 
1.2.3 Harmonic to Non-Harmonic Ratio (HnHR) 
The early-to-late signal ratio (ELR) can be regarded as one 

of the room acoustical parameters relating to speech clarity. 
Ideally, if it is assumed that h(t) and s(t) are independent, ELR 
can be represented as follows: 

where E{ } represents the expectation operator. Actually, Eq. 
(8) becomes C50 (when T (as in Eq. (2)) is 50 ms), while xe(t) 
and xZ(t) are practically unknown. From to Eq. (2) and Eq. (7), 
it is possible to assume that xeh(t) and xnh(t) follow xe(t) and 
xZ(t), respectively, because sn(t) has much smaller energy than 
s h(t) when the signal-to-noise ratio (SNR) is reasonable. 
Therefore, the harmonic to non-harmonic ratio (HnHR) given 
in Eq. (9) can be regarded as the replacement for the ELR 
value: 

1.2.4 HnHR Estimation Technique 
An exemplary computing program architecture for imple 

menting the speech quality estimation technique embodi 
ments described herein is shown in FIG. 1. This architecture 
includes various program modules executable by a comput 
ing device (such as one described in the exemplary operating 
environment section to follow). 
1.2.4.1 Discrete Fourier Transform and Pitch Estimation 
More particularly, each frame 1 100 of the reverberant 

signal x(l) is ?rst fed into a discrete Fourier transform (DFT) 
module 102 and a pitch estimation module 104. In one imple 
mentation, the frame length is set to 32 milliseconds with a 10 
millisecond sliding Hanning window. The pitch estimation 
module 104 estimates the fundamental frequency F0 106 of 
the frame 100, and provides the estimate to the DFT module 
102. F0 can be computed using any appropriate method. 
The DFT module 102 transforms the frame 100 from the 

time domain into the frequency domain, and then outputs the 
magnitude and phase (|X(l, kFO)|, LX(l, kFO) 108) of the 
frequencies in the resulting frequency spectrum correspond 
ing to each of a prescribed number of integer multiples k of 
the fundamental frequency F0 106 (i.e., harmonic frequen 
cies). It is noted that in one implementation, the size of the 
DFT is four times longer than the frame length. 
1.2.4.2 Subharmonic-to-Harmonic Ratio 
The magnitude and phase values 108 are input into a sub 

harmonic-to-harmonic ratio (SHR) module 110. The SHR 
uses these values to compute a subharmonic-to-harmonic 
ratio SHR(l) 112 for the frame under consideration. In one 
implementation, this is accomplished using Eq. (10) as fol 
lows: 

SHR(Z) = (10) 

where k is an integer number and ranges between values that 
keep the product of k and the fundamental frequency F0 106 
between a prescribed frequency range. In one implementa 
tion, the prescribed frequency range is 50-5000 Hertz. This 

20 

25 

30 

35 

40 

45 

50 

55 

60 

65 

6 
calculation has been found to provide a robust performance in 
noisy and reverberant environments. It is noted that the higher 
frequency band is disregarded because the harmonicity is 
relatively low and the estimated harmonic frequency can be 
erroneous compared to the low frequency band. 
1.2.4.3 Weighted Harmonic Component Modeling 
The subharmonic-to-harmonic ratio SHR(l) 112 for the 

frame under consideration is provided, along with the funda 
mental frequency F0 106 and the magnitude and phase values 
108, to a weighted harmonic modeling module 114. The 
weighted harmonic modeling module 114 uses the estimated 
F0 106 and the amplitude and phase at each harmonic fre 
quency, to synthesize the harmonic component xeh(t) in the 
time domain, as will be described shortly. However, ?rst it is 
noted that the harmonicity the reverberation tail interval of the 
input frame gradually decreases after the speech offset instant 
and could be disregarded. For example, a voice activity detec 
tion (VAD) technique can be employed to identify which of 
the amplitude values produced by the DFT module fall below 
a prescribed cut-off threshold. If an amplitude value falls 
below the cut-off threshold, it is eliminated for the frame 
being processed. The cut-off threshold is set so that the har 
monic frequencies associated with the reverberation tail will 
typically fall below the threshold, thereby elimination the tail 
harmonics. However, it is further noted that the reverberation 
tail interval affects the aforementioned HnHR because a large 
portion of the late reverberation components are included in 
this interval. Therefore, instead of eliminating all the tail 
harmonics, in one implementation, a frame-based amplitude 
weighting factor is applied to gradually decrease the energy 
of the synthesized harmonic component signal in the rever 
beration tail interval. In one implementation, this factor is 
computed as follows: 

SHR(Z)4 (1 1) 

where e is a weighting parameter. In tested embodiments it 
was found that setting 6 to 5 produced satisfactory results, 
although other values can be used instead. The foregoing 
weighting function is graphed in FIG. 2. As can be seen, the 
original harmonic model is maintained when SHR is larger 
than 7 dB (as W(l):1.0), and the amplitude of the harmoni 
cally modeled signal will gradually decrease when the SHR is 
smaller than 7 dB. 
Given the foregoing, the time domain harmonic compo 

nent xeh(t) is synthesized for a series of sample times with 
reference to Eq. (4) and using the weighting factor W(l), as 
follows: 

where xeh(l,t) is the synthesized time domain harmonic com 
ponent for the frame under consideration. It is noted that in 
one implementation a sampling frequency of 16 kilohertz was 
employed to produce xeh(l,t) at the series of sample times t. 
The synthesized time domain harmonic component for the 
frame is then transformed into the frequency domain for 
further processing. To this end: 

hull/0:171” T ($5.01)) (13) 
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where Xeh(l,f) is the synthesized frequency domain harmonic 
component for the frame under consideration. 
1.2.4.4 Non-Harmonic Component Estimation 
The magnitude and phase values 108 are also provided, 

along with the synthesized frequency domain harmonic com 
ponent Xeh(l,f) 116 to a non-harmonic component estimation 
module 118. The non-harmonic component estimation mod 
ule 118 uses the amplitude and phase at each harmonic fre 
quency and synthesized frequency domain harmonic compo 
nent Xeh(l,f) 116, to compute a frequency domain non 
harmonic component th(l,f) 120. Without loss of generality, 
it can be assumed that the harmonic and non-harmonic signal 
components are uncorrelated. Therefore, the spectral vari 
ance of the non-harmonic part can be derived, in one imple 
mentation, from a spectral subtraction method as follows: 

1.2.4.5 Harmonic to Non-Harmonic Ratio 
The synthesized frequency domain harmonic component 

|X8h(l,f)| 118 and the frequency domain non-harmonic com 
ponent anh(l,f)| 120 are provided to a HnHR module 122. 
The HnHR module 122 estimates the HnHR 124 using the 
concept of Eq. (9). More particularly, the HnHR 124 for a 
frame is computed as follows: 

(14) 

In one implementation, Eq. 15 is simpli?ed to 

_ Misha. ml2 (16) 

where f refers to frequencies in the frequency spectrum of the 
frame corresponding to each of the prescribed number of 
integer multiples of the fundamental frequency. 

It is noted that rather than viewing the signal frames in 
isolation, the HnHR 124 can be smoothed in view of one or 
more preceding frames. For example, in one implementation, 
the smoothed HnHR is calculated using a ?rst order recursive 
averaging technique with a forgetting factor of 0.95: 

In one implementation, Eq. 17 is simpli?ed to 

1.2.4.6 Exemplary Process 
The foregoing computing program architecture can be 

advantageously used to implement the speech quality estima 
tion technique embodiments described herein. In general, 
estimating speech quality of an audio frame in a single-chan 
nel audio signal involves transforming the frame from the 
time domain into the frequency domain, and then computing 
harmonic and non-harmonic components of the transformed 
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8 
frame. A harmonic to non-harmonic ratio (HnHR) is then 
computed, which represents an estimate of the speech quality 
of the frame. 
More particularly, with reference to FIG. 3, one implemen 

tation of a process for estimating speech quality of a frame of 
a reverberant signal is presented. The process begins with 
inputting a frame of the signal (process action 300), and 
estimating the fundamental frequency of the frame (process 
action 302). The inputted frame is also transformed from the 
time domain into the frequency domain (process action 304). 
The magnitude and phase of the frequencies in the resulting 
frequency spectrum of the frame corresponding to each of a 
prescribed number of integer multiples of the fundamental 
frequency (i.e., the harmonic frequencies) are then computed 
(process action 306). Next, the magnitude and phase values 
are used to compute a subharmonic-to-harmonic ratio (SHR) 
for the input frame (process action 308). The SHR, along with 
the fundamental frequency and the magnitude and phase val 
ues, are then used to synthesize a representation of the har 
monic component of the reverberant signal frame (process 
action 310). Given the aforementioned the magnitude and 
phase values and the synthesized harmonic component, in 
process action 312, the non-harmonic component of the 
reverberant signal frame is then computed (for example by 
using a spectral subtraction technique). The harmonic and 
non-harmonic components are then used to compute a har 
monic to non-harmonic ratio (HnHR) (process action 314). 
As indicated previously, the HnHR is indicative of the speech 
quality of the input frame. Accordingly, the computed HnHR 
is designated as the estimate of the speech quality of the frame 
(process action 316). 
1.3 Feedback to the User 
As described previously, the HnHR is indicative of the 

quality of a user’s speech in the single channel audio signal 
used to compute the ratio. This provides an opportunity to use 
the HnHR to establish a minimum speech quality threshold 
below which the quality of the user’s speech in the signal is 
considered unacceptable. The actual threshold value will 
depend on the application, as some applications will require a 
higher quality than others. As the threshold value can be 
readily established for an application without undue experi 
mentation, it establishment will not be described in detail 
herein. However, it is noted that in one tested implementation 
involving noise free conditions, the minimum speech quality 
threshold value was subjectively set to 10 dB with acceptable 
results. 

Given a minimum speech quality threshold value, feed 
back can be provided to the user that the speech quality of the 
captured audio signal has fallen below an acceptable level 
whenever a prescribed number of consecutive audio frames 
have a computed HnHR that does not exceed the threshold 
value. This feedback can be in any appropriate formifor 
example, it could be visual, audible, haptic, and so on. The 
feedback can also include instruction to the user for improv 
ing the speech quality of the captured audio signal. For 
example, in one implementation, the feedback can involve 
requesting that the user move closer to the audio capturing 
device. 
1.3.1 Exemplary User Feedback Process 
With the optional addition of a feedback module 126 

(shown as a broken line box to indicate its optional nature), 
the foregoing computing program architecture of FIG. 1 can 
be advantageously used to provide feedback to a user on 
whether the quality of his or her speech in the captured audio 
signal has fallen below a prescribed threshold. More particu 
larly, with reference to FIG. 4, one implementation of a pro 
cess for providing feedback to a user of an audio speech 
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capturing system about the quality of human speech in a 
captured single-channel audio signal is presented. 

The process begins with inputting the captured audio sig 
nal (process action 400). The captured audio signal is moni 
tored (process action 402), and it is periodically determined 
whether the speech quality of the audio signal has fallen 
below a prescribed acceptable level (process action 404). If 
not, process actions 402 and 404 are repeated. If, however, it 
is determined that the speech quality of the audio signal has 
fallen below the prescribed acceptable level, then feedback is 
provided to the user (process action 406). 

The action of determining whether the speech quality of 
the audio signal has fallen below the prescribed level is 
accomplished in much the same way as described in connec 
tion with FIG. 3. More particularly, referring to FIGS. 5A-B, 
one implementation of such a process involves ?rst segment 
ing it into audio frames (process action 500). It is noted that 
the audio signal can be input as it is being captured in a real 
time implementation of this exemplary process. A previously 
unselected audio frame is selected in time order starting with 
the oldest (process action 502). It is noted that the frames can 
be segmented in time order and selected as they are produced 
in the real time implementation of the process. 

Next, the fundamental frequency of the selected frame is 
estimated (process action 504). The selected frame is also 
transformed from the time domain into the frequency domain 
to produce a frequency spectrum of the frame (process action 
506). The magnitude and phase of the frequencies in the 
frequency spectrum of the selected frame corresponding to 
each of a prescribed number of integer multiples of the fun 
damental frequency (i.e., the harmonic frequencies) are then 
computed (process action 508). 

Next, the magnitude and phase values are used to compute 
a subharmonic-to-harmonic ratio (SHR) for the selected 
frame (process action 510). The SHR, along with the funda 
mental frequency and the magnitude and phase values, are 
then used to synthesize a representation of the harmonic 
component of the selected frame (process action 512). Given 
the aforementioned the magnitude and phase values and the 
synthesized harmonic component, the non-harmonic compo 
nent of the selected frame is then computed (process action 
514). The harmonic and non-harmonic components are then 
used to compute a harmonic to non-harmonic ratio (HnHR) 
for the selected frame (process action 516). 

It is next determined if the HnHR computed for the selected 
frame equals or exceeds a prescribed minimum speech qual 
ity threshold (process action 518). If it does, then process 
action 502 through 518 are repeated. If it does not, then in 
process action 520 it is determined whether the HnHRs com 
puted for a prescribed number of immediately preceding 
frames also failed to equal or exceed the prescribed minimum 
speech quality threshold (e.g., 30 preceding frames). If not, 
process actions 502 through 520 are repeated. If, however, the 
HnHRs computed for the prescribed number of immediately 
preceding frames did fail to equal or exceed the prescribed 
minimum speech quality threshold, then it is deemed that the 
speech quality of the audio signal has fallen below the pre 
scribed acceptance level, and feedback is provided to the user 
to that effect (process action 522). Process actions 502 
through 522 are then repeated as appropriate for as long as the 
process is active. 

2.0 Exemplary Operating Environments 

The speech quality estimation technique embodiments 
described herein are operational within numerous types of 
general purpose or special purpose computing system envi 
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10 
ronments or con?gurations. FIG. 6 illustrates a simpli?ed 
example of a general-purpose computer system on which 
various embodiments and elements of the speech quality 
estimation technique embodiments, as described herein, may 
be implemented. It should be noted that any boxes that are 
represented by broken or dashed lines in FIG. 6 represent 
alternate embodiments of the simpli?ed computing device, 
and that any or all of these alternate embodiments, as 
described below, may be used in combination with other 
alternate embodiments that are described throughout this 
document. 

For example, FIG. 6 shows a general system diagram 
showing a simpli?ed computing device 10. Such computing 
devices can be typically be found in devices having at least 
some minimum computational capability, including, but not 
limited to, personal computers, server computers, hand-held 
computing devices, laptop or mobile computers, communi 
cations devices such as cell phones and PDA’s, multiproces 
sor systems, microprocessor-based systems, set top boxes, 
programmable consumer electronics, network PCs, mini 
computers, mainframe computers, audio or video media play 
ers, etc. 

To allow a device to implement the speech quality estima 
tion technique embodiments described herein, the device 
should have a suf?cient computational capability and system 
memory to enable basic computational operations. In particu 
lar, as illustrated by FIG. 6, the computational capability is 
generally illustrated by one or more processing unit(s) 12, and 
may also include one or more GPUs 14, either or both in 
communication with system memory 16. Note that that the 
processing unit(s) 12 of the general computing device may be 
specialized microprocessors, such as a DSP, aVLlW, or other 
micro-controller, or can be conventional CPUs having one or 
more processing cores, including specialized GPU-based 
cores in a multi-core CPU. 

In addition, the simpli?ed computing device of FIG. 6 may 
also include other components, such as, for example, a com 
munications interface 18. The simpli?ed computing device of 
FIG. 6 may also include one or more conventional computer 
input devices 20 (e.g., pointing devices, keyboards, audio 
input devices, video input devices, haptic input devices, 
devices for receiving wired or wireless data transmissions, 
etc.). The simpli?ed computing device of FIG. 6 may also 
include other optional components, such as, for example, one 
or more conventional display device(s) 24 and other computer 
output devices 22 (e.g., audio output devices, video output 
devices, devices for transmitting wired or wireless data trans 
missions, etc.). Note that typical communications interfaces 
18, input devices 20, output devices 22, and storage devices 
26 for general-purpose computers are well known to those 
skilled in the art, and will not be described in detail herein. 
The simpli?ed computing device of FIG. 6 may also 

include a variety of computer readable media. Computer 
readable media can be any available media that can be 
accessed by computer 10 via storage devices 26 and includes 
both volatile and nonvolatile media that is either removable 
28 and/or non-removable 30, for storage of information such 
as computer-readable or computer-executable instructions, 
data structures, program modules, or other data. By way of 
example, and not limitation, computer readable media may 
comprise computer storage media and communication 
media. Computer storage media includes, but is not limited 
to, computer or machine readable media or storage devices 
such as DVD’s, CD’s, ?oppy disks, tape drives, hard drives, 
optical drives, solid state memory devices, RAM, ROM, 
EEPROM, ?ash memory or other memory technology, mag 
netic cassettes, magnetic tapes, magnetic disk storage, or 
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other magnetic storage devices, or any other device which can 
be used to store the desired information and which can be 
accessed by one or more computing devices. 

Retention of information such as computer-readable or 
computer-executable instructions, data structures, program 
modules, etc., can also be accomplished by using any of a 
variety of the aforementioned communication media to 
encode one or more modulated data signals or carrier waves, 

or other transport mechanisms or communications protocols, 
and includes any wired or wireless information delivery 
mechanism. Note that the terms “modulated data signal” or 
“carrier wave” generally refer to a signal that has one or more 
of its characteristics set or changed in such a manner as to 
encode information in the signal. For example, communica 
tion media includes wired media such as a wired network or 
direct-wired connection carrying one or more modulated data 

signals, and wireless media such as acoustic, RF, infrared, 
laser, and other wireless media for transmitting and/ or receiv 
ing one or more modulated data signals or carrier waves. 
Combinations of the any of the above should also be included 
within the scope of communication media. 

Further, software, programs, and/ or computer program 
products embodying some or all of the various speech quality 
estimation technique embodiments described herein, or por 
tions thereof, may be stored, received, transmitted, or read 
from any desired combination of computer or machine read 
able media or storage devices and communication media in 
the form of computer executable instructions or other data 
structures. 

Finally, the speech quality estimation technique embodi 
ments described herein may be further described in the gen 
eral context of computer-executable instructions, such as pro 
gram modules, being executed by a computing device. 
Generally, program modules include routines, programs, 
objects, components, data structures, etc., that perform par 
ticular tasks or implement particular abstract data types. The 
embodiments described herein may also be practiced in dis 
tributed computing environments where tasks are performed 
by one or more remote processing devices, or within a cloud 
of one or more devices, that are linked through one or more 
communications networks. In a distributed computing envi 
ronment, program modules may be located in both local and 
remote computer storage media including media storage 
devices. Still further, the aforementioned instructions may be 
implemented, in part or in whole, as hardware logic circuits, 
which may or may not include a processor. 

3.0 Other Embodiments 

While the speech quality estimation technique embodi 
ments described so far processed each frame derived from the 
captured audio signal, this need not be the case. In one 
embodiment, before each audio frame is processed, a VAD 
technique can be employed to determine whether the power 
of the signal associated with the frame is less than a pre 
scribed minimum power threshold. If the frame’s signal 
power is less than the prescribed minimum power threshold, 
it is deemed that the frame has no voice activity and it is 
eliminated from further processing. This can result in reduced 
processing cost and faster processing. It is noted that the 
prescribed minimum power threshold is set so that most of the 
harmonic frequencies associated with the reverberation tail 
will typically exceed the threshold, thereby preserving the tail 
harmonics for the reasons described previously. In one imple 
mentation, the prescribed minimum power threshold is set to 
3% of the average signal power. 
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12 
It is noted that any or all of the aforementioned embodi 

ments throughout the description may be used in any combi 
nation desired to form additional hybrid embodiments. In 
addition, although the subject matter has been described in 
language speci?c to structural features and/or methodologi 
cal acts, it is to be understood that the subject matter de?ned 
in the appended claims is not necessarily limited to the spe 
ci?c features or acts described above. Rather, the speci?c 
features and acts described above are disclosed as example 
forms of implementing the claims. 

Wherefore, what is claimed is: 
1. A computer-implemented process for estimating speech 

quality of an audio frame in a single-channel audio signal 
comprising human speech components, comprising: 

using a computer comprising a processing unit and a 
memory to perform the following process actions: 

inputting a frame of the audio signal; 
transforming the inputted frame from the time domain into 

the frequency domain; 
computing a harmonic component of the transformed 

frame; 
computing a non-harmonic component of the transformed 

frame; 
computing a harmonic to non-harmonic ratio (HnHR); and 
designating the computed HnHR as an estimate of the 

speech quality of the inputted frame in the single-chan 
nel audio signal. 

2.A computer-implemented process for estimating, speech 
quality of an audio frame in a single-channel audio signal 
comprising human speech components, comprising: 

using a computer comprising a processing unit and a 
memory to perform the following process actions: 

inputting a frame of the audio signal; 
estimating the fundamental frequency of the inputted 

frame; 
transforming the inputted frame from the time domain into 

the frequency domain to produce a frequency spectrum 
of the frame; 

computing magnitude and phase values for the frequencies 
in the frequency spectrum of the frame corresponding to 
each of a prescribed number of integer multiples of the 
fundamental frequency; 

computing a subharmonic-to-harmonic ratio (SHR) for the 
inputted frame based on the computed magnitude and 
phase values; 

synthesizing a representation of a harmonic component of 
the inputted frame based on the computed SHR, along 
with the fundamental frequency and the magnitude and 
phase values; 

computing a non-harmonic component of the inputted 
frame based on the magnitude and phase values, along 
with the synthesized harmonic component representa 
tion; 

computing a harmonic to non-harmonic ratio (HnHR) 
based on the synthesized harmonic component represen 
tation and the non-harmonic component; and 

designating the computed HnHR as an estimate of the 
speech quality of the inputted frame in the single-chan 
nel audio signal. 

3. The process of claim 2, wherein the process action of 
transforming the inputted frame from the time domain into 
the frequency domain to produce a frequency spectrum of the 
frame, comprises employing discrete Fourier transform 
(DFT). 

4. The process of claim 3, wherein the process action of 
computing the magnitude and phase values, comprises com 
puting the magnitude and phase values for the frequencies in 
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the frequency spectrum of the frame corresponding to each of 
a prescribed number of integer multiples of the fundamental 
frequency, wherein the integer values range between values 
that keep the product of each integer value and the fundamen 
tal frequency between a prescribed frequency range. 

5. The process of claim 4, wherein the prescribed fre 
quency range is 50-5000 Hertz. 

6. The process of claim 2, wherein the process action of 
computing the subharmonic-to-harmonic ratio (SHR) for the 
inputted frame based on the computed magnitude and phase 
values, comprises computing the quotient of a summation of 
the magnitude values computed for each frequency in the 
frequency spectrum of the frame corresponding to each of the 
prescribed number of integer multiples of the fundamental 
frequency divided by a summation of magnitude values com 
puted for each frequency in the frequency spectrum of the 
frame corresponding to each of the prescribed number of 
integer multiples of the fundamental frequency less 0.5. 

7. The process of claim 2, wherein the process action of 
synthesizing the representation of the harmonic component 
of the inputted frame based on the computed SHR, along with 
the fundamental frequency and the magnitude and phase val 
ues, comprises: 

computing an amplitude weighting factor W(l) to gradually 
decrease the energy of the synthesized representation of 
the harmonic component signal of the frame at a rever 
beration tail interval thereof; 

synthesizing a time domain harmonic component xeh(l, t) 
of the frame for a series of sample times using the equa 
tion, 

xeh(l, I):W(l)2k:lK|X(l,kFO)|COS(LS(kFO)+ZTIZkFOI), wherein 
l is the frame under consideration, t is a sample time value, F0 
is the fundamental frequency, k is an integer multiple of the 
fundamental frequency, K is a maximum integer multiple, 
and S is the time domain signal corresponding to the frame; 
and 

transforming the synthesized time domain harmonic com 
ponent £841, t) for the frame into the frequency domain 
employing a discrete Fourier transform (DFT) to pro 
duce a synthesized frequency domain harmonic compo 
nent Xeh(l, f) for the frame 1 at each frequency f in the 
frequency spectrum of the frame corresponding to each 
of the prescribed number of integer multiples of the 
fundamental frequency. 

8. The process of claim 7, wherein the process action of 
computing the amplitude weighting factor W(l), comprises 
computing a quotient of the computed SHR to the fourth 
power divided by the sum of the computed SHR to the fourth 
power plus a prescribed weighting parameter. 

9. The process of claim 7, wherein the process action of 
computing the non-harmonic component of the inputted 
frame based on the magnitude and phase values, along with 
the synthesized harmonic component representation, com 
prises: 

for each frequency in the frequency spectrum of the frame 
corresponding to an integer multiple of the fundamental 
frequency, subtracting the synthesized frequency 
domain harmonic component associated with the fre 
quency from the computed magnitude value of the frame 
at that frequency to produce a difference value; and 

using an expectation operator function to compute a non 
harmonic component expectation value from the differ 
ence values produced. 

10. The process of claim 9, wherein the process action of 
computing the HnHR, comprises: 

using an expectation operator function to compute a har 
monic component expectation value from the synthe 
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14 
sized frequency domain harmonic components associ 
ated with the frequencies in the frequency spectrum of 
the frame corresponding to the integer multiples of the 
fundamental frequency; 

computing a quotient of the computed harmonic compo 
nent expectation value divided by the computed non 
harmonic component expectation value; and 

designating the quotient as the HnHR. 
11. The process of claim 7, wherein the process action of 

computing the non-harmonic component of the inputted 
frame based on the magnitude and phase values, along with 
the synthesized harmonic component representation, com 
prises: 

for each frequency in the frequency spectrum of the frame 
corresponding to an integer multiple of the fundamental 
frequency, subtracting the synthesized frequency 
domain harmonic component associated with the fre 
quency from the computed magnitude value of the frame 
at that frequency to produce a difference value; and 

summing the square of each difference value to compute a 
non-harmonic component value. 

12. The process of claim 11, wherein the process action of 
computing the HnHR, comprises: 
summing the square of each synthesized frequency domain 

harmonic component associated with the frequencies in 
the frequency spectrum of the frame corresponding to 
the integer multiples of the fundamental frequency to 
produce a harmonic component value; 

computing a quotient of the harmonic component value 
divided by the non-harmonic component value; and 

designating the quotient as the HnHR. 
13. The process of claim 7, wherein the process action of 

computing the HnHR comprises computing a smoothed 
HnHR which is smoothed using a portion of the HnHR com 
puted for one or more preceding frames of the audio signal. 

14. The process of claim 13, wherein the process action of 
computing the non-harmonic component of the inputted 
frame based on the magnitude and phase values, along with 
the synthesized harmonic component representation, com 
prises: 

for each frequency in the frequency spectrum of the frame 
corresponding to an integer multiple of the fundamental 
frequency, subtracting the synthesized frequency 
domain harmonic component associated with the fre 
quency from the computed magnitude value of the frame 
at that frequency to produce a difference value; 

using an expectation operator function to compute a non 
harmonic component expectation value from the differ 
ence values produced; and 

adding a prescribed percentage of a smoothed non-har 
monic component expectation value computed for the 
frame of the audio signal immediately preceding the 
current frame to the non-harmonic component expecta 
tion value computed for the current frame to produce a 
smoothed non-harmonic component expectation value 
for the current frame. 

15. The process of claim 14, wherein the process action of 
computing the smoothed HnHR, comprises: 

using an expectation operator function to compute a har 
monic component expectation value from the synthe 
sized frequency domain harmonic components associ 
ated with the frequencies in the frequency spectrum of 
the frame corresponding to the integer multiples of the 
fundamental frequency; 

adding a prescribed percentage of a smoothed harmonic 
component expectation value computed for the frame of 
the audio signal immediately preceding the current 
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frame to the harmonic component expectation value 
computed for the current frame to produce a smoothed 
harmonic component expectation value for the current 
frame; 

computing a quotient of the smoothed harmonic compo 
nent expectation value divided by the smoothed non 
harmonic component expectation value; and 

designating the quotient as the smoothed HnHR. 
16. The process of claim 13, wherein the process action of 

computing the non-harmonic component of the inputted 
frame based on the magnitude and phase values, along with 
the synthesized harmonic component representation, com 
prises: 

for each frequency in the frequency spectrum of the frame 
corresponding to an integer multiple of the fundamental 
frequency, subtracting the synthesized frequency 
domain harmonic component associated with the fre 
quency from the computed magnitude value of the frame 
at that frequency to produce a difference value; 

summing the square of each difference value to compute a 
non-harmonic component value; and 

adding a prescribed percentage of a smoothed non-har 
monic component value computed for the frame of the 
audio signal immediately preceding the current frame to 
the non-harmonic component value computed for the 
current frame to produce a smoothed non-harmonic 
component expectation value for the current frame. 

17. The process of claim 16, wherein the process action of 
computing the smoothed HnHR, comprises: 

summing the square of each synthesized frequency domain 
harmonic component associated with the frequencies in 
the frequency spectrum of the frame corresponding to 
the integer multiples of the fundamental frequency to 
produce a harmonic component value; 

adding a prescribed percentage of a smoothed harmonic 
component value computed for the frame of the audio 
signal immediately preceding the current frame to the 
harmonic component value computed for the current 
frame to produce a smoothed harmonic component 
value for the current frame; 

computing a quotient of the smoothed harmonic compo 
nent value divided by the smoothed non-harmonic com 
ponent value; and 

designating the quotient as the smoothed HnHR. 
18. The process of claim 2, further comprising, prior to 

performing the process action of estimating the fundamental 
frequency of the inputted frame, performing the process 
actions of: 

employing a voice activity detection (VAD) technique to 
determine whether the power of the signal associated 
with the inputted frame is less than a prescribed mini 
mum power threshold; and 
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whenever it is determined the power of the signal associ 

ated with the inputted frame is less than a prescribed 
minimum power threshold, eliminated from further pro 
cessing. 

19. A computer-implemented process for providing feed 
back to a user of an audio speech capturing system about the 
quality of speech in a captured single-channel audio signal 
comprising human speech components, comprising: 

using a computer comprising a processing unit and a 
memory to perform the following process actions: 

inputting said captured audio signal; 
determining whether the speech quality of said captured 

audio signal has fallen below a prescribed acceptable 
level; and 

providing feedback to the user whenever the speech quality 
of said captured audio signal has fallen below the pre 
scribed acceptable level. 

20. The process of claim 19, wherein the process action of 
determining whether the speech quality of said captured 
audio signal has fallen below a prescribed acceptable level, 
comprises the actions of: 

segmenting the inputted signal into audio frames; 
for each audio frame in time order starting with the oldest, 

estimating the fundamental frequency of the frame, 
transforming the frame from the time domain into the 

frequency domain to produce a frequency spectrum of 
the frame, 

computing magnitude and phase values of the frequen 
cies in the frequency spectrum of the frame corre 
sponding to each of a prescribed number of integer 
multiples of the fundamental frequency, 

computing a subharmonic-to-harmonic ratio (SHR) for 
the frame based on the computed magnitude and 
phase values, 

synthesizing a representation of a harmonic component 
of the frame based on the computed SHR, along with 
the fundamental frequency and the magnitude and 
phase values, 

computing a non-harmonic component of the frame 
based on the magnitude and phase values, along with 
the synthesized harmonic component representation, 
and 

computing a harmonic to non-harmonic ratio (HnHR) 
based, on the synthesized harmonic component rep 
resentation and the non-harmonic component; 

deeming that the speech quality of said captured audio 
signal has fallen below the prescribed acceptable level 
whenever a prescribed number of consecutive audio 
frames have a computed HnHR that does not exceed a 
prescribed speech quality threshold. 

* * * * * 


