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(57) ABSTRACT 

The concept-structured image search technique described 
herein pertains to a technique for enabling a user to indicate 
their semantic intention and then retrieve and rank images 
from a database or other image set according to this intention. 
The concept-structured image search technique described 
herein includes a new interface for image search. With this 
interface, a user can freely type several key textual words in 
arbitrary positions on a blank image, and also describe a 
region for each keyword that indicates its in?uence scope, 
which is called concept structure herein. The concept-struc 
tured image search technique will return and rank images that 
are in accordance with the concept structure indicated by the 
user. One embodiment of the technique can be used to create 
a synthesized image without actually using the synthesized 
image to perform a search of an image set. 
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CONCEPT-STRUCTURED IMAGE SEARCH 

The rapid development of commercial image search 
engines has allowed users to easily retrieve a large number of 
images simply by typing in a text query into a search engine. 
Existing search engines, however, only use the relevance of 
text information associated With images in ranking image 
search results. Existing search engines typically do not use 
the visual information associated With images in providing 
search results. 
The groWth of digital image content has made it more of a 

challenge to broWse through a large number of search results. 
TWo techniques commonly employed to assist With search 
result re?nement are content-based re-ranking and a tech 
nique called IntentSearch. Content-based re-ranking relies on 
image clustering and categoriZation to provide a high-level 
description of a set of images. While content-based re-rank 
ing uses visual information to reorder the search results, it 
does not take into consideration the intent of the user. On the 
other hand, IntentSearch provides an interface to alloW users 
to indicate a feW images of interest, and automatically 
attempts to guess the intent of the user to reorder image search 
results. HoWever, guessing the intent of the user is someWhat 
dif?cult based on selected images. Recently, a color struc 
tured image search Was proposed to enable the user to indicate 
their intent by simply draWing a feW color strokes on a blank 
image that re?ects the color spatial distribution that the user is 
looking for in an image. With this technique, it is not easy for 
a user to indicate their semantic intent or the spatial distribu 
tion of the content they are seeking in an image. 

SUMMARY 

This Summary is provided to introduce a selection of con 
cepts in a simpli?ed form that are further described beloW in 
the Detailed Description. This Summary is not intended to 
identify key features or essential features of the claimed sub 
ject matter, nor is it intended to be used to limit the scope of 
the claimed subject matter. 
A neW technique to enable a user to indicate their semantic 

intention and then rank images according to this intention, 
herein called concept-structured image search, is described. 
The concept-structured image search technique described 
herein includes a neW interface for image search. With this 
interface, the user can freely type several key textual Words in 
arbitrary positions on a blank image, and also describe a 
region for each keyWord that indicates its in?uence scope, 
Which is called a concept structure herein. 

The concept-structured image search technique Will return 
images that are in accordance With the concept structure 
indicated by the user. In one embodiment of the technique, 
after the user speci?es the concept structure, the technique 
automatically searches for images in an image set such as a 
database corresponding to those keyWords using a search 
engine. The technique selects images from the search results 
for each keyWord, according to the concept structure, and 
synthesiZes one or more novel images that are consistent With 
the concept structure speci?ed by the user by placing the 
selected images in the position set by the user and stitching 
the images together in a seamless Way. In one embodiment of 
the concept-structured image search technique optional 
operations can be performed by the user to ensure a synthe 
siZed image is in accordance With a user’s intent. Feature 
extraction is performed on each synthesiZed image and the 
extracted features are used to compare the synthesiZed image 
With the images in the image set or other database to get 
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2 
similarity scores. Finally, the similarity scores are used to 
rank the images in the image set. 
One embodiment of the technique can be used to create a 

synthesiZed image Without actually using the synthesiZed 
image to perform the search. 

DESCRIPTION OF THE DRAWINGS 

The speci?c features, aspects, and advantages of the dis 
closure Will become better understood With regard to the 
folloWing description, appended claims, and accompanying 
draWings Where: 

FIG. 1 depicts a high level overvieW of an exemplary 
embodiment of the concept-structured image search tech 
nique described herein that ranks images in an image set or 
re?nes image search results. 

FIG. 2 is a ?oW diagram depicting an exemplary embodi 
ment of a process for employing the concept-structured 
image search technique described herein that ranks images in 
an image set or re?nes image search results. 

FIG. 3 is a ?oW diagram depicting an exemplary embodi 
ment of a process for employing the concept-structured 
image search technique Wherein a synthesiZed image is cre 
ated. 

FIG. 4 depicts an exemplary system architecture in Which 
one embodiment of the concept-structured image search tech 
nique can be practiced. 

FIGS. 5A through 5D provide an illustration of an exem 
plary user interface for entering a concept-structured query in 
accordance With the concept-structured image search tech 
nique. FIG. 5A shoWs a user input query comprised of “sky” 
and “grass”, as Well as corresponding ellipses indicating the 
scope of in?uence of those keyWords. 

FIG. 5B shoWs keyWord editing in accordance With one 
embodiment the concept-structured image search technique. 

FIG. 5C shoWs rotation operations for rotating an ellipse in 
accordance With one embodiment of the concept-structured 
image search technique. 

FIG. 5D shoWs scaling operations for scaling an ellipse in 
accordance With one embodiment of the concept-structured 
image search technique. 

FIG. 6 provides an illustration of synthesiZed image gen 
eration corresponding to a concept-structured query. The 
upper left and right images are the representative images for 
keyWord “sky” and “grass” respectively. The bottom image is 
the synthesiZed image using the upper left and right images. 

FIG. 7 provides an illustration of an optional user re?ne 
ment process for the synthesiZed image shoWn in FIG. 6. It 
shoWs the user selecting another representative image for the 
keyWord “sky” to create a neWly synthesiZed image Which is 
depicted on the left. 

FIG. 8 is a schematic of an exemplary computing device 
Which can be used to practice the concept-structured image 
search technique. 

DETAILED DESCRIPTION 

In the folloWing description of the concept-structured 
image search technique, reference is made to the accompa 
nying draWings, Which form a part thereof, and Which shoW 
by Way of illustration examples by Which the concept-struc 
tured image search technique described herein may be prac 
ticed. It is to be understood that other embodiments may be 
utiliZed and structural changes may be made Without depart 
ing from the scope of the claimed subject matter. 
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1.0 Concept-Structured Image Search Technique. 
The following sections provide an overview of the concept 

structured image search technique, as Well as exemplary pro 
cesses for employing the technique. An exemplary architec 
ture for employing the technique and details of the technique 
are also provided. 

1.1 Overview of the Technique 
FIG. 1 provides a high level Overview How diagram of one 

embodiment of the concept-structured image search tech 
nique. As shoWn in FIG. 1, an image database or a set of 
images is searched by submitting a concept-structured query 
based on at least one keyWord and its location in an image 
(block 102). The technique then returns a ranked list of one or 
more images of the set of images based on similarity of the 
images With the concept-structured query, as shoWn in block 
104. 

1.2 Exemplary Processes Employed by the Concept-Struc 
tured Image Search Technique. 

FIG. 2 provides a more detailed ?oW diagram of one exem 
plary process 200 for employing the concept-structured 
image search technique described herein. In this embodiment 
a convenient user interface is presented to alloW the user to 
indicate their intent. In this interface, the user places key 
Words of interest in some position on a blank image, for 
example an image displayed in a WindoW on the display of a 
computing device, and manipulates an ellipse for each key 
Word to indicate the in?uence scope of that keyWord. Details 
of this user interface Will be provided later. In this embodi 
ment, as shoWn in block 202, a user speci?es a concept 
structured query that employs keyWords and a location for 
each keyWord in an image. Next, according to the concept 
structure, the technique performs a text-based image search 
(for example, by searching the annotation or metadata asso 
ciated With the images) and obtains image search results for 
each keyWord, as shoWn in block 204. The technique selects 
groups of representative images for each of the speci?ed 
keyWords, as shoWn in block 206, and performs concept 
speci?c image center selection for each of the selected groups 
of representative images for each keyWord in order to identify 
the representative center image for each group, as shoWn in 
block 208. The technique then synthesizes one or more novel 
images that are consistent With the concept structure speci?ed 
by the user by placing representative images in the position 
speci?ed by the user and stitching them together in a seamless 
Way (block 210). TWo optional operations can be performed 
at this point, as shoWn in block 212. The ?rst is that the user 
can manually select images from the search results to replace 
the original representative image in the synthesized image. 
The second is that the user can drag a representative image in 
the synthesized image to a user-expected position and then 
re-stitch the representative images again to create a neW syn 
thesized image. These tWo optional operations employ the 
user’s assistance. Once the synthesized image is satisfactory 
to the user, the concept-structured image search technique 
automatically extracts features for the synthesized image 
(block 214) and automatically compares the synthesized 
image With the images in the image database or image set to 
be ranked (e.g., previous search results in the case of search 
result re?nement or other image set) using the synthesized 
image. Images in the data base or image set Will then be 
ranked based on their similarity With the synthesized image 
based on feature matching, block 216. For example, the fea 
tures of the images of a database can be extracted before the 
search takes place and the features extracted from the synthe 
sized image can be compared to the features of the images of 
the database or image set to be ranked to assess similarity. A 
ranked list of images is then output, ranked in accordance 
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4 
With their similarity to the synthesized image and thus their 
similarity With the concept-structured layout speci?ed by the 
user. It should be noted that a synthesized image can be used 
to search any database or image set, not just the one searched 
in the original text-based search. 

Another exemplary process 300 for employing the con 
cept-structured image search technique described herein is 
shoWn in FIG. 3. In this embodiment the synthesized image is 
the product of the technique and the synthesized image is not 
further used to perform a search of a database or other image 
set. In this embodiment, as shoWn in block 302, a user speci 
?es a concept-structured query that employs keyWords and a 
location for each keyWord in an image, as Well as the scope of 
in?uence for the keyWord. Next, according to the concept 
structure, the technique performs a text-based image search 
(for example, by searching the annotation or metadata asso 
ciated With the images) and selects images from the search 
results for each keyWord, as shoWn in block 304. The tech 
nique selects groups of representative images for each of the 
speci?ed keyWords, as shoWn in block 306 and performs 
concept-speci?c image center selection for each of the 
selected groups of representative images for each keyWord to 
?nd a good representative image for the group to be stitched 
into the synthesized image, as shoWn in block 308. The tech 
nique then synthesizes one or more novel images that are 
consistent With the concept structure speci?ed by the user by 
placing images in the position speci?ed by the user and stitch 
ing them together in a seamless Way (block 310). The user can 
then perform the optional operations as discussed above to 
improve the synthesized image, as shoWn in block 312. The 
user can, by manually select images to replace the original 
image in the synthesized image or drag an image in the 
synthesized image to a user-expected position and then re 
stitch the images again to create a revised synthesized image. 
The output is a satisfactorily synthesized image that is struc 
tured in accordance With the user’s concept-structured query. 

1.3 Exemplary Architecture Employing the Concept 
Structured Image Search Technique. 

FIG. 4 provides one exemplary architecture 400 in Which 
one embodiment of the concept-structured image search tech 
nique can be practiced in order to create a synthesized image 
or to rank or re-rank images returned in a search. 
As shoWn in FIG. 4, the exemplary architecture 400 

employs a concept-structured image search module 402, 
Which typically resides on a general computing device 800 
such as Will be discussed in greater detail With respect to FIG. 
8. A concept-structured query 404 is input into the concept 
structured image search module 402. The concept-structured 
query module 402 employs a text-based image search module 
406 that searches a database or other image set to return a set 
of images for each keyWord entered in the query. A represen 
tative image selection module 408 then selects representative 
images for each keyWord. A concept-speci?c center image is 
selected for each keyWord using a concept-speci?c image 
center selection module 410. The architecture 400 then syn 
thesizes one or more novel images that are consistent With the 
concept structure speci?ed by the user by placing images 
representative of each group in the position speci?ed by the 
user and stitching them together in a seamless Way using an 
image synthesis module 412. Then, tWo optional steps can be 
performed using input from the user and an image re?nement 
module 414, as previously discussed. Features are then 
extracted from the satisfactorily synthesized image in a fea 
ture extraction module 41 6 and the extracted features are used 
to rank the images returned in the text-based search or a 
different image set in an image ranking module 418. The 
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output is a ranked list of images 420 that are ranked by hoW 
similar they are to the concept-speci?c search query. 

1.4 Application Scenarios 
The concept-structured image search technique described 

herein can be applied to various kinds of applications. One 
application is general image retrieval Where the images that 
are ranked are from an image collection, Which may be 
obtained by craWling the Internet or collected from a personal 
photo album. Another application is image search result 
re?nement. In image search result re?nement ranked images 
are from the image search results returned from a search 
engine. The concept-structured image search technique is 
used to re-rank the retrieved images based on the concept 
speci?ed by the user. Additionally, the concept-structured 
image search technique can be used to only synthesiZe an 
image Without using it for a database search or search re?ne 
ment. For example, if the user Wanted an image of a speci?c 
combination of objects, but could not ?nd one, he or she could 
synthesiZe such an image using the technique. 

1.5 Details of the Concept-Structured Image Search Tech 
nique 

The folloWing paragraphs provide details of various 
embodiments of the concept-structured image search tech 
nique. 

1.5.1 Concept-Structured Query Speci?cation. 
In one embodiment of the technique, the user is provided 

With a blank image (e.g., displayed on the display of a com 
puting device), on Which the user is expected to type key 
Words (e. g., sky, grass, people) in arbitrary positions and draW 
an ellipse around each keyWord. The ellipse indicates the 
in?uence scope of the keyWord. For the user’s convenience, 
the technique supports the operations including keyword 
editing and ellipses editing. More speci?cally, by ellipse edit 
ing, free transforms (e.g., rotation, scaling, translating) are 
alloWed. The user can also treat a keyWord and associated 
ellipse as a unit, and move or delete it as Well. This structured 
query is called a concept-structured query. A user interface 
that is designed to support the concept-structured query is 
very ?exible and presents several operations, such as, for 
example, move, copy and paste, remove, reshape and so on. 

1.5.2 Text Based Image Search 
In one embodiment of the concept-structured image search 

technique, each keyWord entered by the user is then used to 
query a set of images via an image search engine. The search 
results corresponding to the query consist of several image 
collections, each corresponding to a keyWord. 

1.5.3 Representative Image Selection 
Representative image selection aims at grouping the 

images and selecting one representative image from each of 
these groups for each image collection, i.e., for the images 
corresponding to each keyWord. In one embodiment, there are 
?ve groups for each keyWord, although other numbers of 
groups could be used for any given keyWord. For each image 
collection, the representative images for each group are found 
by ?nding exemplars that best represent the keyWord from the 
group of search results/database/image set to be ranked. In 
one embodiment a technique for ?nding image exemplars 
using fast sparse a?inity propagation is employed, although 
any other suitable method of ?nding representative images 
for each keyWord could be used. The fast sparse a?inity 
propagation method of ?nding the representative images uses 
a?inity propagation and a fast sparse a?inity algorithm to 
group images into several clusters and assign an exemplar 
image for each of these clusters at the same time. In one 
embodiment, the exemplar images of the ?ve largest clusters 
are selected as representative images for the keyWord, among 
Which, the exemplar image of the largest cluster is used in 
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6 
image synthesis While the other exemplar images are listed 
for user to select in the “image synthesis re?nement”. 

1.5.4 Concept-Speci?c Image Center Selection 
Concept-speci?c image selection employs a type of com 

mon pattern discovery and aims to ?nd the semantic center of 
each image according to the corresponding keyWord. The 
technique calculates the centers of the images group by group 
(i.e., the ?ve groups obtained in above representative image 
selection in one embodiment of the technique). In one 
embodiment, the procedure for one group is as folloWs. First, 
each image is segmented into a set of sub-regions. In one 
embodiment this is done using normalized tree partitioning 
for image segmentation. The images in the same group should 
share some similar sub-regions that are semantically related 
to user’s keyWord. Therefore, the technique performs a ?lter 
ing procedure as folloWing. For each group of images, the 
technique segments each image into sub-regions, and per 
forms clustering for the sub-regions in the group through 
KMeans algorithm. From the resulting clusters, the technique 
picks out the ?ve largest ones and abandons all sub-regions in 
other clusters. For each image, the technique forms a binary 
map such that the binary value is set as 1 if the corresponding 
sub-region belongs to the top 5 largest clusters and 0 other 
Wise. Then the technique ?nds the largest connected region 
for each image in the group, by only considering the regions 
in the binary map Whose value is 1. Finally, the technique 
calculates the center of the largest connected region of an 
image as its semantic center. 

1.5.5 Image Synthesis 
The image synthesis operation of the concept-structured 

image search technique aims to synthesiZe images that are in 
accordance With the concept structure speci?ed by the user. In 
one embodiment, the technique synthesiZes at least one image 
by selecting one representative image for each query term or 
keyWord as discussed above. After that, image synthesis 
using the representative images for the keyWords is per 
formed as folloWs. First, a representative image for each 
keyWord or query term is placed in the image to be synthe 
siZed by aligning its center (selected as discussed above) With 
the position of the keyWord (i.e., the center of the correspond 
ing ellipse) Which Was speci?ed in the concept-structured 
query by the query. To handle overlapping regions betWeen 
the representative images from different keyWords, various 
conventional stitching techniques can be employed. One 
embodiment of the technique employs an image stitching 
technique that de?nes and optimiZes cost functions for the 
evaluation of the quality of image stitching. In these cost 
functions, the similarity to the input images and the visibility 
of the stitching seam are de?ned in the gradient domain, 
minimiZing disturbing edges along a seam. An example of 
synthesiZed image 600 is depicted in FIG. 6 Where sub 
regions 602, 604 from different representative images 606, 
608 are separated by a black contour 610 and associated 
keyWords 612, 614 are depicted as Well. It should also be 
noted that the image synthesis process can be repeated several 
times to generate a set of synthesiZed images for a search 
query. In one exemplary embodiment of the concept-struc 
tured image search technique, ?ve synthesiZed images are 
created in order to let the user select Which of the synthesiZed 
images best represent the user’s concept. 

After obtaining a synthesiZed image (or a set of synthe 
siZed images), the technique provides an interface 700 
(shoWn in FIG. 7) to alloW the user to inspect if the image is 
similar to What he/she Wants. The user is able to check the 
correctness of sub-regions and consistency of the synthesiZed 
image in a glimpse. If the results are not satisfactory, the user 
can perform tWo optional operations. These operations cor 
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respond to the “Image synthesis re?nement” block 414 in 
FIG. 4. For example, if the user is not satis?ed With an auto 
matically selected representative image or images used to 
create the synthesized image, he or she can replace them With 
one or more other images 702a, 702b, 7020, 702d, 702e, 702j, 
702g, 702h, 702i and 702j from the search results through 
simple mouse dragging of the desired image to the synthe 
sized image 706. Alternately, if the user agrees that the rep 
resentative image or images represent their concept, but is 
dissatis?ed With the alignment of images that Were used to 
create the synthesized image 706, he or she can drag and 
move the representative images directly in the synthesized 
image, so that they can be better stitched. Examples of these 
re?nement operations are illustrated in FIG. 7. FIG. 7 pro 
vides an illustration of an optional user interface for the 
synthesized image shoWn in FIG. 6. It shoWs the user select 
ing another representative image for the keyWord “sky” in the 
original synthesized image 706 and the neWly synthesized 
image 708 is depicted on the left. 

1.5.6 Image Feature Extraction 
Once an acceptable (e.g., to the user) synthesized image 

has been generated the feature extraction is performed and 
these features are used to compare the synthesized image to a 
set of images to be ranked to determine hoW similar they are. 
In one embodiment of the concept-structured image search 
technique, the features used are block based features, includ 
ing color moment and color layout features. Speci?cally, in 
one embodiment, the technique divides each of the synthe 
sized image and the images of the image set to be ranked into 
8*8 pixel blocks. For the images in the database or in an 
image set to be ranked, in one embodiment, this step is per 
formed of?ine. For example, in the second application sce 
nario, the feature extraction process is performed after the 
images are craWled and extracted from the Internet. The fea 
tures are used to obtain similarity scores betWeen the synthe 
sized images and the images of the image set to be ranked. 

1.5.7 Image Ranking 
Each of the images to be ranked is assigned a similarity 

score, Which in one embodiment is calculated as the Weighted 
Euclidean Distance betWeen the features of a target (e.g., 
database/image set to be ranked) image and the synthesized 
image. The Weight for each block is calculated, according to 
the positions and shapes of the ellipses speci?ed in the con 
cept-structured query. More speci?cally, the ellipse for each 
query represents a 2D Gaussian distribution, Whose mean and 
variance are speci?ed by the center and the length of axis of 
the ellipse respectively. Then for each pixel in the synthesized 
image, the technique can get a probability using the Gaussian 
distribution Which is selected by checking Which keyWord the 
pixel color is from since each pixel in the synthesized image 
comes from one of the images in Which each corresponds one 
keyWord. Then the Weight in the block is an aggregation of the 
probabilities of the pixels in the block. Finally, the images in 
an image database are ranked according to their similarity 
score. The list of images, ranked according to their similarity 
With the synthesized image (and thus the concept-structured 
query and the intent of the user) can then be output and used 
for various purposes and applications. 

2.0 The Computing Environment 
The concept-structured image search technique is designed 

to operate in a computing environment. The folloWing 
description is intended to provide a brief, general description 
of a suitable computing environment in Which the concept 
structured image search technique can be implemented. The 
technique is operational With numerous general purpose or 
special purpose computing system environments or con?gu 
rations. Examples of Well knoWn computing systems, envi 
ronments, and/ or con?gurations that may be suitable include, 
but are not limited to, personal computers, server computers, 
hand-held or laptop devices (for example, media players, 
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8 
notebook computers, cellular phones, personal data assis 
tants, voice recorders), multiprocessor systems, microproces 
sor-based systems, set top boxes, programmable consumer 
electronics, netWork PCs, minicomputers, mainframe com 
puters, distributed computing environments that include any 
of the above systems or devices, and the like. 

FIG. 8 illustrates an example of a suitable computing sys 
tem environment. The computing system environment is only 
one example of a suitable computing environment and is not 
intended to suggest any limitation as to the scope of use or 
functionality of the present technique. Neither should the 
computing environment be interpreted as having any depen 
dency or requirement relating to any one or combination of 
components illustrated in the exemplary operating environ 
ment. With reference to FIG. 8, an exemplary system for 
implementing the concept-structured image search technique 
includes a computing device, such as computing device 800. 
In its most basic con?guration, computing device 800 typi 
cally includes at least one processing unit 802 and memory 
804. Depending on the exact con?guration and type of com 
puting device, memory 804 may be volatile (such as RAM), 
non-volatile (such as ROM, ?ash memory, etc.) or some com 
bination of the tWo. This most basic con?guration is illus 
trated in FIG. 8 by dashed line 806. Additionally, device 800 
may also have additional features/ functionality. For example, 
device 800 may also include additional storage (removable 
and/or non-removable) including, but not limited to, mag 
netic or optical disks or tape. Such additional storage is illus 
trated in FIG. 8 by removable storage 808 and non-removable 
storage 180. Computer storage media includes volatile and 
nonvolatile, removable and non-removable media imple 
mented in any method or technology for storage of informa 
tion such as computer readable instructions, data structures, 
program modules or other data. Memory 804, removable 
storage 808 and non-removable storage 180 are all examples 
of computer storage media. Computer storage media 
includes, but is not limited to, RAM, ROM, EEPROM, ?ash 
memory or other memory technology, CD-ROM, digital ver 
satile disks (DVD) or other optical storage, magnetic cas 
settes, magnetic tape, magnetic disk storage or other mag 
netic storage devices, or any other medium Which can be used 
to store the desired information and Which can accessed by 
device 800. Any such computer storage media may be part of 
device 800. 

Device 800 also can contain communications 
connection(s) 812 that alloW the device to communicate With 
other devices and netWorks. Communications connection(s) 
812 is an example of communication media. Communication 
media typically embodies computer readable instructions, 
data structures, program modules or other data in a modulated 
data signal such as a carrier Wave or other transport mecha 
nism and includes any information delivery media. The term 
“modulated data signal” means a signal that has one or more 
of its characteristics set or changed in such a manner as to 
encode information in the signal, thereby changing the con 
?guration or state of the receiving device of the signal. By 
Way of example, and not limitation, communication media 
includes Wired media such as a Wired netWork or direct-Wired 
connection, and Wireless media such as acoustic, RF, infrared 
and other Wireless media. The term computer readable media 
as used herein includes both storage media and communica 
tion media. 

Device 800 has a display device 822 and may have various 
input device(s) 814 such as a keyboard, mouse, pen, camera, 
touch input device, and so on. Output device(s) 816 devices 
such as a display, speakers, a printer, and so on may also be 
included. All of these devices are Well knoWn in the art and 
need not be discussed at length here. 

The concept-structured image search technique may be 
described in the general context of computer-executable 
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instructions, such as program modules, being executed by a 
computing device. Generally, program modules include rou 
tines, programs, objects, components, data structures, and so 
on, that perform particular tasks or implement particular 
abstract data types. The concept-structured image search 
technique may be practiced in distributed computing environ 
ments Where tasks are performed by remote processing 
devices that are linked through a communications netWork. In 
a distributed computing environment, program modules may 
be located in both local and remote computer storage media 
including memory storage devices. 

It should also be noted that any or all of the aforementioned 
alternate embodiments described herein may be used in any 
combination desired to form additional hybrid embodiments. 
Although the subject matter has been described in language 
speci?c to structural features and/or methodological acts, it is 
to be understood that the subject matter de?ned in the 
appended claims is not necessarily limited to the speci?c 
features or acts described above. The speci?c features and 
acts described above are disclosed as example forms of 
implementing the claims. 
What is claimed is: 
1. A computer-implemented process for creating a synthe 

siZed image by employing a concept-structured image search 
query, comprising: 

using a computing device for, 
(a) specifying a concept-structured query that comprises 
keyWords and location of a concept for each keyWord in 
an image; 

(b) performing a text-based image search of an image set 
using the speci?ed keyWords; 

(c) selecting groups of representative images from the 
image set for each of the speci?ed keywords; 

(d) performing concept-speci?c image center selection for 
each of the selected groups of representative images for 
each keyWord to ?nd the semantic centers of each of the 
groups of the representative images; and 

(e) synthesiZing an image that is in accordance With the 
speci?ed location of the concept of each keyWord by 
placing a representative image that best represents the 
selected group at the speci?ed location of the concept of 
each keyWord in the synthesiZed image, using the syn 
thesiZed image to rank images returned in an image 
search, 

(f) performing feature extraction for the synthesiZed 
image; 

(g) performing image ranking of images returned in the 
image search by comparing the features of the synthe 
siZed image to the features of each of the images 
returned in the image search; and 

(h) outputting a ranked list of the images of the image set 
that are ranked in accordance With hoW similar the 
images returned in the image search are to the synthe 
siZed image. 

2. The computer-implemented process of claim 1 further 
comprising generating and ranking additional ranked lists of 
images by repeating (e) through (h). 

3. The computer-implemented process of claim 1 further 
comprising alloWing a user to manipulate the synthesiZed 
image to make the synthesiZed image closer to a user’s inten 
tion. 

4. The computer-implemented process of claim 3 Wherein 
the user input comprises selecting and replacing a portion of 
the synthesiZed image With a neW representative image. 

5. The computer-implemented process of claim 3 Wherein 
the user input comprises adjusting boundaries of representa 
tive images used to generate the synthesiZed image. 
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6. The computer-implemented process of claim 1 Wherein 

the location of a concept for each keyWord in an image is 
de?ned by an ellipse having a center and a siZe. 

7. The computer-implemented process of claim 6 Wherein 
a user can manipulate the center and siZe of the ellipse in order 
to change a scope of in?uence of a keyWord in an image. 

8. A computer-implemented process for performing a con 
cept-structured image search, comprising: 

using a computing device for, 
searching an image database by submitting a concept 

structured query; and 
returning a ranked list of one or more images of the 

image database based on the similarity of the images 
in the image database With the concept-structured 
search query, comprising: 
performing a text-based image search of the image 

database using the keyWords; 
selecting groups of representative images for each of 

the speci?ed keyWords; 
synthesiZing an image that is in accordance With the 

speci?ed location of the concept of each keyWord 
by placing a representative image a representative 
image for each of the groups of representative 
images at the speci?ed location of the concept of 
each keyWord; 

performing feature extraction for the synthesiZed 
image; 

performing image ranking of images in the database 
by comparing the features of the synthesiZed image 
to the features of each of the images in the image 
database; and 

outputting a ranked list of the images of the image 
database that are ranked in accordance With hoW 
similar they are to the synthesiZed image. 

9. The computer-implemented process of claim 8 Wherein 
the concept- structured query further comprises keyWords and 
location of a concept for each keyWord in an image. 

10. The computer-implemented process of claim 9 further 
comprising a user changing the synthesiZed image to better 
represent the user’ s concept desired in the synthesiZed image 
by replacing a representative image in the synthesiZed image 
With another representative image. 

11. The computer-implemented process of claim 8 Wherein 
the ranked list of the images is created by assigning each of 
the database images With a similarity score that is calculated 
as the Weighted Euclidean Distance betWeen the features of a 
database image and the features of the synthesiZed image. 

12. The computer-implemented process of claim 8 further 
comprising ?nding the center of a group of representative 
images prior to stitching the representative image into the 
synthesiZed image, comprising: 

segmenting each of the representative images of the group 
for each of the speci?ed keyWords into sub-regions; 

performing clustering for the sub-regions of the group; 
selecting a speci?ed number of the largest clusters; for 
each representative image of the group, forming a binary 
map so that the binary value is set to 1 if the correspond 
ing sub-region belongs to the top speci?ed number of 
clusters and 0 otherWise; 

?nding the largest connected region of each image consid 
ering only regions in the binary map Whose value is l. 


