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(57) ABSTRACT 

A method for researching and developing a recognition 
model in a computing environment, including gathering one 
or more data samples from one or more users in the comput 
ing environment into a training data set used for creating the 
recognition model, receiving one or more training parameters 
de?ning a feature extraction algorithm con?gured to analyze 
one or more features of the training data set, a classi?er 
algorithm con?gured to associate the features to a template 
set, a selection of a subset of the training data set, a type of the 
data samples, or combinations thereof, creating the recogni 
tion model based on the training parameters, and evaluating 
the recognition model. 
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PLATFORM FOR LEARNING BASED 
RECOGNITION RESEARCH 

BACKGROUND 

Researchers use pattern recognition technology to identify 
templates that may be represented by data samples such as 
letters from an alphabet, Words from a speci?c language, 
faces from a group of people, ?ngerprints from a database, 
and the like. Certain pattern recognition technology may cre 
ate or train a recognition model to determine the template of 
a given data sample. Training robust recognition models, 
hoWever, may require large amounts of data samples to 
achieve a high recognition accuracy rate in identifying pat 
terns. Typically, a recognition model may increase in accu 
racy as more high-quality data samples are provided in train 
ing the model. Researchers from different organizations, 
hoWever, currently collect their oWn data samples and may 
not have the ability to share their data samples With each other 
Which may limit the overall accuracy of their recognition 
models. Furthermore, since each researcher provides his oWn 
recognition algorithms and uses his oWn data samples, com 
paring recognition models against one another may be infea 
sible due to lack of commonly shared data sets. 
Most recognition algorithms may be computationally 

complex and intensive. Therefore, When trained on a large 
data set, the computations may take up to several Weeks to 
conduct a single training experiment on a single machine. As 
a result, the overall computation process for training a recog 
nition model may be very expensive and time consuming. 

SUMMARY 

Described herein are implementations of various tech 
niques for creating and evaluating pattern recognition models 
in a computing environment. In one implementation, a com 
puter application may provide a Web-based open research 
platform for one or more users on the environment to create 

and evaluate recognition models. The computer application 
may provide a uniform Work?oW in building the recognition 
model such that any user may build a neW recognition model 
Within the platform. Through computer application, the neW 
recognition model may be created using the computational 
resources of one or more backend Central Processing Unit 
(CPU) resources in communication With the computer appli 
cation. In one implementation, the computer application may 
be stored on a server that may be connected to one or more 

computing systems capable of creating and evaluating recog 
nition models. 

In one implementation, the computer application may use 
four modules to create and evaluate recognition models. The 
modules may include a data module, a training module, an 
evaluation module, and a plug-in module. 

The data module may be used to collect one or more data 
samples for one or more templates. These data samples may 
then be used to create a recognition model for identifying 
future data samples that may correspond to a speci?c tem 
plate. In one implementation, the data samples may include 
characters Written and entered into the computing system 100 
by a user using a tablet PC, a Writing pad, or any other similar 
device. The data sample may include the image of the char 
acter Written by the user along With information pertaining to 
hoW the character Was Written. For instance, if a user Writes 
the letter “i” using a stylus on the tablet PC, the user’ s Writing 
sample of the letter “i” may be considered to be the data 
sample. The data sample may include information pertaining 
to the motion or stroke in Which the user moved the stylus on 
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2 
the tablet PC to Write the letter “i” along With the image of the 
sample. The template may de?ne What a data sample may 
represent. A collection of templates may be de?ned as a 
template set. For instance, if the template set in the data 
module is English alphabet, then the collected samples in the 
data module should be Written instances of English letters, 
and each English letter is a template. Similarly, if the template 
set is Arabic numbers (0 to 9), then the collected data samples 
may be Written instances of Arabic numbers 0 to 9, and each 
Arabic number may be considered to be a template. 

In one implementation, the data module may receive data 
samples from one or more users in the environment. The data 
module may then alloW one or more users to broWse through 
all of the data samples that may have been collected from all 
the users on the environment. The users may de?ne a training 
set or a testing set of data samples from the data samples that 
may be available on the data module. In one implementation, 
the training set of data samples may be used to create a 
recognition model in the training module, and the testing set 
of data samples may be used to evaluate a recognition model 
in the evaluation module. 
The training module may develop a recognition model that 

may be used to identify What each data sample may represent. 
In one implementation, the training module may provide a 
uniform end-to-end Work?oW for training or creating a rec 
ognition model for any user on the environment. In one imple 
mentation, the Work?oW may include ?ve steps: feature 
extraction, feature analysis, feature selection, classi?er train 
ing and evaluation. In one implementation, the uniform Work 
How in the training module may provide a user an infrastruc 
ture to create recognition models so that he may not need to 
repeat the same Work?oW himself. Furthermore, creating a 
recognition model may be computationally expensive 
because the computing cost increases as the number of data 
samples used in creating a recognition model increases. 
Therefore, the computer application may create the recogni 
tion model using the computational resources of one or more 
backend Central Processing Unit (CPU) resources in order to 
conduct e?icient training on a large amount data samples. The 
CPU resources may perform all of the recognition model 
training in parallel manner using one or more computing 
systems that may be part of the CPU resources. 
The evaluation module may provide the user With the abil 

ity to evaluate a recognition model With a separate data 
sample set from Which the training module used to create the 
recognition model. In one implementation, a user may evalu 
ate any recognition model that may be available to the com 
puter application. In addition to evaluating any available rec 
ognition model, a user may evaluate a recognition model With 
a set of data samples that he may have been de?ned by himself 
or any other user on the environment. After the evaluation 
module evaluates the recognition model, it may provide sta 
tistics and performance results of the recognition along With 
the statistics and performance results of other recognition 
models previously created or evaluated by the computer 
application 
The plug-in module may be used to upload a neW algorithm 

to the research platform application 60. The neW algorithm 
may be used by the training module to create a recognition 
model. After the recognition model is created With the neW 
algorithm, the recognition model may be evaluated along 
With other recognition models available in the research plat 
form application 60. 
The above referenced summary section is provided to 

introduce a selection of concepts in a simpli?ed form that are 
further described beloW in the detailed description section. 
The summary is not intended to identify key features or 
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essential features of the claimed subject matter, nor is it 
intended to be used to limit the scope of the claimed subject 
matter. Furthermore, the claimed subject matter is not limited 
to implementations that solve any or all disadvantages noted 
in any part of this disclosure. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 illustrates a schematic diagram of a computing 
system in Which the various techniques described herein may 
be incorporated and practiced. 

FIG. 2 illustrates a schematic diagram of a system for 
creating and evaluating recognition models in a computing 
environment in accordance With one or more implementa 
tions of various techniques described herein. 

FIG. 3 illustrates a How diagram of a method for creating 
and evaluating recognition models in a computing environ 
ment in accordance With one or more implementations of 
various techniques described herein. 

FIG. 4 illustrates a How diagram of a Work?oW for creating 
a recognition model in a computing environment in accor 
dance With one or more implementations of various tech 
niques described herein. 

DETAILED DESCRIPTION 

In general, one or more implementations described herein 
are directed to creating and evaluating recognition models in 
a computing environment. One or more implementations of 
various techniques for creating and evaluating recognition 
models in a computing environment Will noW be described in 
more detail With reference to FIGS. 1-4 in the following 
paragraphs. 

Implementations of various technologies described herein 
may be operational With numerous general purpose or special 
purpose computing system environments or con?gurations. 
Examples of Well knoWn computing systems, environments, 
and/or con?gurations that may be suitable for use With the 
various technologies described herein include, but are not 
limited to, personal computers, server computers, hand-held 
or laptop devices, multiprocessor systems, microprocessor 
based systems, set top boxes, programmable consumer elec 
tronics, netWork PCs, minicomputers, mainframe computers, 
distributed computing environments that include any of the 
above systems or devices, and the like. 

The various technologies described herein may be imple 
mented in the general context of computer-executable 
instructions, such as program modules, being executed by a 
computer. Generally, program modules include routines, pro 
grams, objects, components, data structures, etc. that per 
forms particular tasks or implement particular abstract data 
types. The various technologies described herein may also be 
implemented in distributed computing environments Where 
tasks are performed by remote processing devices that are 
linked through a communications netWork, e.g., by hardWired 
links, Wireless links, or combinations thereof. In a distributed 
computing environment, program modules may be located in 
both local and remote computer storage media including 
memory storage devices. 

FIG. 1 illustrates a schematic diagram of a computing 
system 100 in Which the various technologies described 
herein may be incorporated and practiced. Although the com 
puting system 100 may be a conventional desktop or a server 
computer, as described above, other computer system con 
?gurations may be used. 

The computing system 100 may include a central process 
ing unit (CPU) 21, a system memory 22 and a system bus 23 
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4 
that couples various system components including the system 
memory 22 to the CPU 21. Although only one CPU is illus 
trated in FIG. 1, it should be understood that in some imple 
mentations the computing system 100 may include more than 
one CPU. The system bus 23 may be any of several types of 
bus structures, including a memory bus or memory controller, 
a peripheral bus, and a local bus using any of a variety of bus 
architectures. By Way of example, and not limitation, such 
architectures include Industry Standard Architecture (ISA) 
bus, Micro Channel Architecture (MCA) bus, Enhanced ISA 
(EISA) bus, Video Electronics Standards Association 
(V ESA) local bus, and Peripheral Component Interconnect 
(PCI) bus also knoWn as MeZZanine bus. The system memory 
22 may include a read only memory (ROM) 24 and a random 
access memory (RAM) 25. A basic input/ output system 
(BIOS) 26, containing the basic routines that help transfer 
information betWeen elements Within the computing system 
100, such as during start-up, may be stored in the ROM 24. 
The computing system 100 may further include a hard disk 

drive 27 for reading from and Writing to a hard disk, a mag 
netic disk drive 28 for reading from and Writing to a remov 
able magnetic disk 29, and an optical disk drive 30 for reading 
from and Writing to a removable optical disk 31, such as a CD 
ROM or other optical media. The hard disk drive 27, the 
magnetic disk drive 28, and the optical disk drive 30 may be 
connected to the system bus 23 by a hard disk drive interface 
32, a magnetic disk drive interface 33, and an optical drive 
interface 34, respectively. The drives and their associated 
computer-readable media may provide nonvolatile storage of 
computer-readable instructions, data structures, program 
modules and other data for the computing system 100. 

Although the computing system 100 is described herein as 
having a hard disk, a removable magnetic disk 29 and a 
removable optical disk 31, it should be appreciated by those 
skilled in the art that the computing system 100 may also 
include other types of computer-readable media that may be 
accessed by a computer. For example, such computer-read 
able media may include computer storage media and com 
munication media. Computer storage media may include 
volatile and non-volatile, and removable and non-removable 
media implemented in any method or technology for storage 
of information, such as computer-readable instructions, data 
structures, program modules or other data. Computer storage 
media may further include RAM, ROM, erasable program 
mable read-only memory (EPROM), electrically erasable 
programmable read-only memory (EEPROM), ?ash memory 
or other solid state memory technology, CD-ROM, digital 
versatile disks (DVD), or other optical storage, magnetic 
cassettes, magnetic tape, magnetic disk storage or other mag 
netic storage devices, or any other medium Which can be used 
to store the desired information and Which can be accessed by 
the computing system 100. Communication media may 
embody computer readable instructions, data structures, pro 
gram modules or other data in a modulated data signal, such 
as a carrier Wave or other transport mechanism and may 
include any information delivery media. The term “modu 
lated data signal” may mean a signal that has one or more of 
its characteristics set or changed in such a manner as to 
encode information in the signal. By Way of example, and not 
limitation, communication media may include Wired media 
such as a Wired netWork or direct-Wired connection, and 
Wireless media such as acoustic, RF, infrared and other Wire 
less media. Combinations of any of the above may also be 
included Within the scope of computer readable media. 
A number of program modules may be stored on the hard 

disk 27, magnetic disk 29, optical disk 31, ROM 24 or RAM 
25, including an operating system 35, one or more application 
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programs 36, program data 38, and a database system 55. The 
operating system 35 may be any suitable operating system 
that may control the operation of a networked personal or 
server computer, such as Windows@ XP, Mac OS® X, Unix 
variants (e.g., Linux® and BSD®), and the like. 
A user may enter commands and information into the com 

puting system 100 through input devices such as a keyboard 
40 and pointing device 42. Other input devices may include a 
microphone, joystick, game pad, satellite dish, scanner, or the 
like. These and other input devices may be connected to the 
CPU 21 through a serial port interface 46 coupled to system 
bus 23, but may be connected by other interfaces, such as a 
parallel port, game port or a universal serial bus (U SB). A 
monitor 47 or other type of display device may also be con 
nected to system bus 23 via an interface, such as a video 
adapter 48. In addition to the monitor 47, the computing 
system 100 may further include other peripheral output 
devices such as speakers and printers. 

Further, the computing system 100 may operate in a net 
Worked environment using logical connections to one or more 
remote computers The logical connections may be any con 
nection that is commonplace in o?ices, enterprise-Wide com 
puter netWorks, intranets, and the Internet, such as local area 
netWork (LAN) 51 and a Wide area netWork (WAN) 52. 
When using a LAN netWorking environment, the comput 

ing system 100 may be connected to the local netWork 51 
through a netWork interface or adapter 53. When used in a 
WAN netWorking environment, the computing system 100 
may include a modem 54, Wireless router or other means for 
establishing communication over a Wide area netWork 52, 
such as the Internet. The modem 54, Which may be internal or 
external, may be connected to the system bus 23 via the serial 
port interface 46. In a netWorked environment, program mod 
ules depicted relative to the computing system 100, or por 
tions thereof, may be stored in a remote memory storage 
device 50 of a remote computer 49. The remote computer 49 
may include similar properties as those indicated in the com 
puting system 100. It Will be appreciated that the netWork 
connections shoWn are exemplary and other means of estab 
lishing a communications linkbetWeen the computers may be 
used. 

In one implementation, the remote memory storage device 
50 may include the research platform application 60. The 
research platform application 60 may be an open Web-based 
application that may be utiliZed by one or more users to 
collect data, create recognition models, or evaluate recogni 
tion models. In one implementation, the research recognition 
application 60 may include four modules: data, training, 
evaluation, and plug-in. Each module of the research platform 
application 60 may perform a different function in creating 
and evaluating recognition models. In one implementation, 
the modules may be represented on the user interface of the 
research platform application 60 as tabs, Where each tab may 
pertain to a different module. The research platform applica 
tion 60 and its modules may be described in more detail in 
FIG. 3. 

It should be understood that the various technologies 
described herein may be implemented in connection With 
hardWare, softWare or a combination of both. Thus, various 
technologies, or certain aspects or portions thereof, may take 
the form of program code (i.e., instructions) embodied in 
tangible media, such as ?oppy diskettes, CD-ROMs, hard 
drives, or any other machine-readable storage medium 
Wherein, When the program code is loaded into and executed 
by a machine, such as a computer, the machine becomes an 
apparatus for practicing the various technologies. In the case 
of program code execution on programmable computers, the 
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6 
computing device may include a processor, a storage medium 
readable by the processor (including volatile and non-volatile 
memory and/or storage elements), at least one input device, 
and at least one output device. One or more programs that 
may implement or utiliZe the various technologies described 
herein may use an application programming interface (API), 
reusable controls, and the like. Such programs may be imple 
mented in a high level procedural or object oriented program 
ming language to communicate With a computer system. 
HoWever, the program(s) may be implemented in assembly or 
machine language, if desired. In any case, the language may 
be a compiled or interpreted language, and combined With 
hardWare implementations. 

FIG. 2 illustrates a schematic diagram of a system 200 for 
creating and evaluating recognition models in a computing 
environment in accordance With one or more implementa 
tions of various techniques described herein. The folloWing 
description of system 200 is made With reference to comput 
ing system 100 of FIG. 1 in accordance With one or more 
implementations of various techniques described herein. In 
one implementation, the system 200 may include tWo or more 
end users’ PCs 210, a server 220, and a computer cluster 230. 

In one implementation, the end users’ PCs 210 may be 
con?gured like the computing system 100 described in FIG. 
1. The server 220 may be connected to each end user’ s PC 210 
through the LAN 51 or the WAN 52. The server 220 may 
correspond to the remote computer 49 in the computing sys 
tem 100 and may include the research platform application 
60. The server 220 may provide an interface betWeen the end 
users’ PCs 210 and the computer cluster 230 through the 
research platform application 60. The server 220 may also 
communicate With the computer cluster 23 0 to search for data 
samples, search for other recognition models, submit a 
request to train a recognition model, submit a request to 
evaluate a recognition model, search the evaluation data, or 
the like. 
The computer cluster 230 may include one or more com 

puting systems 100 that may be capable of storing data and 
applications that may be used by the research platform appli 
cation 60. The computer cluster 230 may provide large scale 
data storage and computational capabilities for the research 
platform application 60. In one implementation, each com 
puting system 100 in the computer cluster 230 may commu 
nicate With each other through a netWork protocol to save data 
or perform one or more analysis for the research platform 
application 60. In one implementation, the research platform 
application 60 may include one or more training applications 
that may analyZe and interpret data that may be stored in the 
computer cluster 230. TWo or more computing systems 100 of 
the computer cluster 230 may execute the training applica 
tions in parallel to e?iciently interpret the provided data. In 
one implementation, the computer cluster 23 0 may store data, 
recognition models, evaluations of the recognition models, 
and the like, in its system memory 22 or hard drive 27. 

FIG. 3 illustrates a How diagram of a method 300 for 
creating and evaluating recognition models in a computing 
environment in accordance With one or more implementa 
tions of various techniques described herein. The folloWing 
description of method 300 is made With reference to system 
200 of FIG. 2 in accordance With one or more implementa 
tions of various techniques described herein. Additionally, it 
should be understood that While the operational ?oW diagram 
indicates a particular order of execution of the operations, in 
some implementations, certain portions of the operations 
might be executed in a different order. In one implementation, 
the method 300 for creating and evaluating recognition mod 
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els in a computing environment may be performed by the 
research platform application 60. 

At step 310, the research platform application 60 may 
receive data information from one or more users in the com 

puting environment. In one implementation, the computing 
environment may include one or more users that may be 
connected to the research platform application 60 via the 
Internet, Intranet, LAN 51, WAN 52, or any other similar 
methods. In one implementation, the data may be received in 
the data module of the research platform application 60. Here, 
the one or more users on the computing environment may 
provide data samples to the research platform application 60 
by uploading the data samples to the server 220. 

In one implementation, if the research platform application 
60 may be designed to recogniZe handwritten letters in the 
English alphabet, users on the computing environment may 
upload samples of one or more letters to the research platform 
application 60. The user may upload the data sample using a 
tablet PC, Writing pad, or any other similar device. The data 
sample may be stored as an “ink” ?le in the computer cluster 
230. Although the data samples have been described to 
include letters of the English alphabet, it should be under 
stood that in some implementations the data samples may 
include, but are not limited to symbol data, number data, 
speech data, human face data, ?ngerprint data, and other 
similar types of data. The “ink” ?le may store an image of the 
data sample along With other data describing the data sample 
such as the Writer’ s Writing strokes as obtained from the tablet 
PC or other similar data. Although the research platform 
application 60 may have been used in letter recognition, it 
should be noted that in other implementations the research 
platform application 60 may be used in number recognition, 
speech recognition, symbol recognition, facial recognition, 
?ngerprint recognition, and the like. 

In one implementation, a user may use the research plat 
form application 60 to broWse the data samples stored in the 
computer cluster 23 0. Since the research platform application 
60 may be accessed by multiple users on the computing 
environment, the data supplied by eachuser on the computing 
environment may be vieWed by any other user on the envi 
ronment as Well. This feature may alloW users (e.g. research 
ers) to access many more data samples Without having to 
obtain all of the samples themselves. 

In yet another implementation, a user may use the data 
module of the research platform application 60 to de?ne a 
subset or portion of data samples from all of the data samples 
stored on the computer cluster 230 to use for the training 
module in subsequent steps of the method 300. In one imple 
mentation, the set of data samples may be used as a training 
data set for the training module described at step 330. 
At step 320, the research platform application 60 may 

receive one or more training parameters from a user to create 

a recognition model. In one implementation, the training 
parameters may be received in the training module of the 
research platform application 60. Each of the training param 
eters may be displayed to the user, and the research platform 
application 60 may receive a selection of one or more training 
parameters to use for creating the recognition model. The 
training parameters may de?ne a template, a data sample set, 
a feature extraction algorithm, a classi?er algorithm, and 
other similar items that may be used in training the recogni 
tion model. In one implementation, each training parameter 
may be accessible and customiZable to any user in the com 
puting environment. 

The feature extraction algorithm may be used to obtain one 
or more features of a data sample, and the classi?er algorithm 
may determine What template the data sample may represent 
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8 
using the features of the data sample. The template may de?ne 
the type of data sample of the data sample set. For instance, 
templates may include characters in different languages, 
mathematical symbols, ?ngerprints, human faces, and the 
like. A template may represent the meaning of a data sample. 
For example, the English alphabet contains 26 letters, and 
each letter may be a template While the English alphabet, as a 
Whole, is a template set. A user’s actual Writing sample of a 
template may be the data sample in accordance With one or 
more implementations on various techniques described 
herein. 
The data sample set may include the data samples selected 

by the user at step 3 10. Each of the training parameters may be 
used by the training module to create the recognition model. 
In one implementation, the research platform application 60 
may provide default algorithms for the feature extraction 
algorithm or the classi?er algorithm so that the user may build 
a recognition model even if he knoWs only a feW details about 
the algorithm. 

In one implementation, a user may upload a feature extrac 
tion algorithm or a classi?er algorithm to be used as a training 
parameter. The algorithms may be uploaded in the plug-in 
module of the research platform application 60. The plug-in 
module may provide users an opportunity to do experiments 
With their oWn algorithms and compare the results of the 
recognition algorithms With the results of other users on the 
computing environment. 
At step 330, the research platform application 60 may 

create the recognition model using the training parameters 
received at step 320. In one implementation, the recognition 
model may be created using a general Work?oW process. In 
one implementation, the Work?oW process may include ?ve 
steps including: feature extraction, feature analysis, feature 
reduction, classi?er training, and recognition evaluation. Due 
to the amount of computational poWer used to create the 
recognition model, the research platform application 60 may 
send the training parameters to the computing systems of the 
computer cluster 230 to create the recognition model. In one 
implementation, the computing systems of the computer 
cluster 230, alone or in combination, may perform the Work 
How process steps. These ?ve steps are also described in more 
detail With reference to FIG. 4 in the paragraphs beloW. 

In one implementation, the feature extraction step may 
transform each data sample in the data set selected at step 310 
into a set of feature vectors that represents the characteristics 
of the data sample. The feature vectors may have one or more 
dimensions (n). The feature analysis step may then use the 
n-dimensional feature vectors of data samples in the training 
data set to produce a feature selection matrix M. In one 
implementation, the feature analysis step may be performed 
using a Linear Discriminant Analysis (LDA). Next, at the 
feature reduction step, smaller m-dimensional feature vectors 
may be generated based on the original n-dimensional feature 
vectors and the feature selection matrix M. The classi?er 
training step then creates a recognition model using the clas 
si?er algorithm received at step 320. 

After completing the Work?oW process, the research plat 
form application 60 may store the neWly trained recognition 
model in the computer cluster 230 so that it may be accessible 
by any user using the research platform application 60. In one 
implementation, a user may doWnload the recognition model 
from the computer cluster 230 using the research platform 
application 60 to perform evaluations or use it in recognition 
tasks on a local machine. 

While the research platform application 60 may labor 
through each of the Work?oW process steps, the progress of 
the training of the recognition model may be displayed on the 
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user interface of the research platform application 60. In one 
implementation, the progress may be indicated by displaying 
a total completion percentage. The Work?oW process may be 
applicable to many statistical recognition algorithms such as 
the nearest neighboring classi?er, Gaussian classi?er, and the 
like. Although one set of steps has been described for the 
Work?oW process, it should be understood that the research 
platform application 60 may support a variety of Work?oW 
processes. 

In one implementation, the training of the recognition 
model may be created in one or more iterations until the 
recognition accuracy meets a predetermined threshold. For 
example, the parameters of a classi?er model may continu 
ously be adjusted until the model identi?es any data sample in 
the training set accurately 90% of the time on its ?rst attempt. 
In one implementation, the classi?er model may be used to 
classify data samples to its respective template. The param 
eters of the classi?er model may continuously be adjusted 
until the difference betWeen the accuracy rates of tWo subse 
quent rounds/ iterations of training is smaller than a predeter 
mined percentage. For example, if the accuracy rate of the 
recognition model for one training iteration is 92.2%, the 
accuracy rate of the next training iteration is 92.4%, and the 
predetermined difference percentage is 0.1%, the research 
platform application 60 may continue training the recognition 
model until the difference betWeen tWo subsequent training 
iterations is equal to or less that 0.1%. 
At step 340, the research platform application 60 may 

display statistics pertaining to the accuracy of the recognition 
model during its training. In one implementation, the training 
statistics may include the total number of samples used to 
train the recognition model. The research platform applica 
tion 60 may also display one or more accuracy statistics for 
the training of the recognition model. For instance, the accu 
racy statistics may include the percentage in Which the rec 
ognition model accurately identi?ed a character after its ?rst 
attempt during the training process. The accuracy results may 
also display the percentage in Which the recognition model 
accurately identi?ed the character after its second, third, 
fourth, (etc .) attempts during the training process. Further, the 
recognition platform application 60 may also display statis 
tics describing the data sample With the Worst accuracy after 
the ?rst attempt and the data sample With the Worst accuracy 
after the ?rst ten attempts. Although the research platform 
application 60 has been described to display accuracy statis 
tics, it should be understood that in other implementations 
additional statistics may also be displayed. 
At step 350, the research platform application 60 may 

evaluate the recognition model created at step 330. In one 
implementation, the evaluation of the recognition model may 
take place in the evaluation module of the research platform 
application 60. In order to evaluate a recognition model, the 
research platform application 60 may receive inputs from a 
user, such as the recognition model to be evaluated, a subset 
of an evaluation dataset to use for testing or evaluating the 
recognition model. In one implementation, the recognition 
model, the subset of the evaluation dataset, and the training 
parameters may be uploaded to the research platform appli 
cation 60 and may be accessible and customiZable to any user 
on the computing environment. The evaluation dataset may 
include one or more data samples that may be part of a group 
of datasets that are distinct from the data sample set described 
in step 310. In one implementation, the user may select a 
subset of the evaluation dataset to be used for evaluating the 
recognition model. 

The research platform application 60 may proceed through 
a similar Work?oW process as detailed in step 330 in order to 
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10 
evaluate the recognition model, except With the testing 
dataset de?ned at step 350 and Without training the recogni 
tion model. In one implementation, the research platform 
application 60 may only use one attempt in trying to identify 
the data sample in the evaluation module in order to test the 
recognition model’s accuracy in identifying characters. 

At step 360, the research platform application 60 may 
display statistics pertaining to the evaluation of the recogni 
tion model. In one implementation, the evaluation statistics 
may include the same statistics as described in step 340. 

FIG. 4 illustrates a How diagram of a Work?oW 400 for 
creating a recognition model in a computing environment in 
accordance With one or more implementations of various 
techniques described herein. The folloWing description of 
Work?oW 400 is made With reference to computing system 
100 of FIG. 1 in accordance With one or more implementa 
tions of various techniques described herein. The folloWing 
description of Work?oW 400 is also made With reference to 
the method 300 of FIG. 3 in accordance With one or more 
implementations of various techniques described herein. 
Additionally, it should be understood that While the opera 
tional ?oW diagram indicates a particular order of execution 
of the operations, in some implementations, certain portions 
of the operations might be executed in a different order. In one 
implementation, the Work?oW 400 for creating a recognition 
model in a computing environment may be performed by the 
research platform application 60. 

At step 410, the research platform application 60 may 
extract features from a data sample. In one implementation, 
the research platform application 60 may transform each data 
sample into a set of feature vectors that represents the char 
acteristics of the data sample. The feature vectors may use one 
or more dimensions (n) to represent the data sample. 
At step 420, in one implementation, the research platform 

application 60 may perform a feature analysis on the feature 
vectors obtained at step 410. In one implementation, the 
feature analysis may use a Linear Discriminant Analysis to 
produce a feature selection matrix M from the n-dimensional 
feature vectors of a data sample. 
At step 430, the research platform application 60 may 

reduce the features obtained from the data sample. In one 
implementation, the n-dimensional feature vectors obtained 
from step 410 may be reduced to smaller m-dimensional 
feature vectors based on the feature selection matrix M 
obtained from step 420. 
At step 440, the research platform application 60 may 

create a recognition model via training a classi?er model. In 
one implementation, the parameters of the classi?er model 
may continuously be adjusted until the model identi?es any 
data sample in the training set accurately at a prede?ned 
accuracy threshold of the time on its ?rst attempt. The recog 
nition model may then be capable of identifying the meaning 
or content of a data sample. 

Although the subject matter has been described in lan 
guage speci?c to structural features and/or methodological 
acts, it is to be understood that the subject matter de?ned in 
the appended claims is not necessarily limited to the speci?c 
features or acts described above. Rather, the speci?c features 
and acts described above are disclosed as example forms of 
implementing the claims. 
What is claimed is: 
1. A method for researching and developing a recognition 

model in a computing environment, comprising: 
providing a user interface Whereby each of a plurality of 

users in the computing environment creates one or more 
training data sets by specifying each data sample in each 
training data set created by each user; 
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receiving a set of training parameters via the user interface 
for use in constructing a recognition model; 

Wherein receiving the training parameters comprises: 
selecting one or more feature extraction algorithms from 

a display of a plurality of feature extraction algo 
rithms that Were previously uploaded by the users, 
each feature extraction algorithm con?gured to 
extract one or more features from data samples, 

selecting one or more classi?er algorithms from a dis 
play of a plurality of classi?er algorithms that Were 
previously uploaded by the users, each classi?er algo 
rithm con?gured to associate extracted features to a 
template set, and 

selecting one or more of the training data sets from a 
display of the previously created training data sets; 

creating the recognition model based on the training 
parameters by combining the selected feature extraction 
algorithms, the selected classi?er algorithms, and the 
selected training data sets; and 

evaluating the recognition model to determine an accuracy 
of the recognition model. 

2. The method of claim 1, Wherein each data sample com 
prises an ink ?le having an image and data representing a data 
sample based on a user selected data sample type. 

3. The method of claim 1, Wherein the data samples of the 
training data set are broWseable by the users. 

4. The method of claim 1, Wherein a user selected data 
sample type is con?gured for any of Word recognition, sym 
bol recognition, facial recognition, ?ngerprint recognition, 
and speech recognition. 

5. The method of claim 1, Wherein creating the recognition 
model comprises: 

transforming each data sample of the subset of the training 
data set into n-dimensional feature vectors using the 
feature extraction algorithm: 

performing a feature analysis to ?nd a feature selection 
matrix M based on the feature vectors; 

reducing the n-dimensional feature vectors into m-dimen 
sional feature vectors based on the feature selection 
matrix M, Wherein m is less than n; and 

training the recognition model using the m-dimensional 
feature vectors based on the classi?er algorithm in an 
iterative manner. 

6. The method of claim 5, Wherein the recognition model is 
created in a uniform manner. 

7. The method of claim 5, Wherein creating the recognition 
model further comprises displaying statistics pertaining to an 
accuracy of the recognition model in identifying each data 
sample of the subset of the training data set. 

8. The method of claim 7, Wherein the statistics comprise: 
a total number of the data samples used in creating the 

recognition model; and 
one or more percentages in Which the recognition model 

accurately identi?ed the data samples of the subset of the 
training data set on one or more iterations of training. 

9. The method of claim 7, Wherein the statistics comprise: 
a total number of the data samples used in creating the 

recognition model; 
a ?rst percentage in Which the recognition model accu 

rately identi?ed a ?rst data sample of the subset of the 
training data set on a ?rst iteration of training; and 

a second percentage in Which the recognition model accu 
rately identi?ed the ?rst data sample of the subset of the 
training data set on a second iteration of training. 

10. The method of claim 9, further comprising: 
comparing the ?rst percentage With a predetermined 

threshold; and 
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12 
stopping the training of the recognition model if the ?rst 

percentage is greater than the predetermined threshold. 
11. The method of claim 9, further comprising: 
determining a difference betWeen the ?rst percentage and 

the second percentage; and 
stopping the training of the recognition model if the differ 

ence is smaller than a predetermined threshold. 
12. The method of claim 9, Wherein the ?rst percentage and 

the second percentage correspond to any tWo consecutive 
percentages in Which the recognition model accurately iden 
ti?ed the ?rst data sample in any tWo consecutive iterations 
for the any tWo consecutive percentages. 

13. The method of claim 1, Wherein evaluating the recog 
nition model comprises: 

gathering an evaluation data set of the data samples from 
the users in the computing environment; 

displaying one or more subsets of the evaluation data set, 
Wherein the subsets of the evaluation data set are previ 
ously de?ned by the users; 

receiving a selection of a subset of the evaluation data set, 
Wherein the evaluation data set is distinct from the train 
ing data set; 

identifying the subset of the evaluation data set using the 
recognition model; and 

displaying one or more statistics pertaining to an accuracy 
of the recognition model in identifying each data sample 
of the subset of the evaluation data set. 

14. A computing environment, comprising using one or 
more computers to perform process actions to: 

gather one or more data samples from each of a plurality of 
users in the computing environment via a user interface 
into a plurality of training data sets used for creating a 
recognition model; 

store the training data sets in the cluster of computers; 
receive a selection of training parameters via the user inter 

face for use in constructing the recognition model by: 
selecting one or more feature extraction algorithms from 

a display of a plurality of feature extraction algo 
rithms, each feature extraction algorithm con?gured 
to extract one or more features from data samples, 

selecting one or more classi?er algorithms from a dis 
play of a plurality of classi?er algorithms, each clas 
si?er algorithm con?gured to associate extracted fea 
tures to a template set, and 

selecting one or more of the training data sets from a 
display of the plurality of training data sets; 

create the recognition model based on the selection of 
training parameters; and 

evaluate the recognition model to determine an accuracy of 
the recognition model. 

15. The computing environment of claim 14, further com 
prising using one or more of the computers to perform process 
actions to: 

transform each data sample of the subset of the training 
data set into n-dimensional feature vectors using the 
feature extraction algorithm; 

perform a feature analysis to ?nd a feature selection matrix 
M based on the feature vectors; 

reduce the n-dimensional feature vectors into m-dimen 
sional feature vectors using the feature selection matrix 
M, Wherein m is less than n; and 

train the recognition model using the m-dimensional fea 
ture vectors based on the classi?er algorithm. 

16. The computing environment of claim 15, further com 
prising using one or more of the computers to perform process 
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actions to determine an accuracy of the recognition model in 
identifying each data sample of the subset of the training data 
set. 

17. A method for researching and developing a recognition 
model in a computing environment, comprising: 

providing a user interface for displaying a plurality of 
subsets of a training data set, each subset having one or 
more data samples, the subsets having been previously 
de?ned by one or more users in the computing environ 

ment; 
selecting one or more of the subsets via the user interface; 
selecting one or more feature extraction algorithms that 
Were previously uploaded by the users from a plurality 
of feature extraction algorithms displayed via the user 
interface, each feature extraction algorithm being con 
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14 
?gured to extract one or more features from each data 
sample of the selected subsets; 

selecting one or more classi?er algorithms that Were pre 
viously uploaded by the users from a plurality of classi 
?er algorithms displayed via the user interface, the clas 
si?er algorithms being con?gured to associate the 
features to a template set; 

creating the recognition model from the selected feature 
extraction algorithms, the selected classi?er algorithms, 
and the selected subsets; and 

evaluating the recognition model to determine an accuracy 
of the recognition model. 


