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COLOR SEGMENTATION-BASED STEREO 
3D RECONSTRUCTION SYSTEM AND 

PROCESS 

BACKGROUND 

1. Technical Field 
The invention is related to 3D reconstruction of a scene 

using multiple images thereof, and more particularly to a 
system and process for computing such a 3D reconstruction 
using a color segmentation-based approach. 

2. Background Art 
Stereo reconstruction generally involves using multiple 

images taken from different vieWpoints to reconstruct a 3D 
model of the scene depicted in the images. Typically, this 
reconstruction entails recovering depth maps (often for each 
image) and identifying corresponding pixels betWeen the 
images. These reconstructions are used for a variety of 
purposes. For example, depth maps obtained from stereo 
have been combined With texture maps extracted from input 
images in order to create realistic 3-D scenes and environ 
ments for virtual reality and virtual studio applications. 
Similarly, these maps have been employed for motion 
compensated prediction in video processing applications. 
Still further, the recovered depth maps and correspondences 
have been used for vieW interpolation purposes to generate 
a “virtual” vieW of a scene from an arbitrary vieWpoint using 
images associated With other vieWpoints. 

Unfortunately, the quality and resolution of most of 
today’s algorithms falls quite short of that demanded by 
these applications. For example, traditional stereo algo 
rithms tend to produce erroneous results around disparity 
discontinuities. Unfortunately, such errors produce some of 
the most noticeable artifacts in interpolated scenes, since 
disparity discontinuities typically coincide With intensity 
edges. For this reason, the stereo algorithm for vieW inter 
polation must correctly match pixels around intensity edges, 
Which include disparity discontinuities. 

Recently, a neW approach to stereo vision called segmen 
tation-based stereo has been proposed. These methods seg 
ment the image into regions likely to have similar or smooth 
disparities prior to the stereo computation. A smoothness 
constraint is then enforced for each segment. Tao et al. [2] 
used a planar constraint, While Zhang and Kambhamettu [3] 
used the segments for local support. These methods have 
shoWn very promising results in accurately handling dispar 
ity discontinuities. 

It is noted that in the preceding paragraphs, as Well as in 
the remainder of this speci?cation, the description refers to 
various individual publications identi?ed by a numeric des 
ignator contained Within a pair of brackets. For example, 
such a reference may be identi?ed by reciting, “reference 
[1]” or simply “[1]”. Multiple references Will be identi?ed 
by a pair of brackets containing more than one designator, 
for example, [2, 3]. A listing of references including the 
publications corresponding to each designator can be found 
at the end of the Detailed Description section. 

SUMMARY 

The present invention is directed toWard a system and 
process for computing a 3D reconstruction of a scene from 
multiple overlapping images Which Were captured from 
different vieWpoints. This 3D reconstruction system and 
process uses the aforementioned segmentation-based 
approach, but improves upon the prior Work. Namely, dis 
parities Within segments must be smooth but need not be 
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2 
planar, each image is treated equally (i.e., there is no 
reference image), occlusions are modeled explicitly, and 
consistency betWeen disparity maps is enforced. 
More particularly, the system and process for computing 

a 3D reconstruction according to the present invention 
involves ?rst partitioning each image into segments Whose 
pixels are likely to exhibit similar disparities. A disparity 
space distribution (DSD) for each segment of each image is 
then computed. This DSD is a set of probability estimates 
representing the likelihood that the pixels making up a 
segment exhibit a particular disparity for each of a group of 
candidate disparity values. The disparity value correspond 
ing to the maximum probability in the DSD of each segment 
of each image is assigned to each pixel of the segment. Next, 
for each image, the disparity value assigned to each pixel is 
smoothed based on the disparities of corresponding pixels in 
the other images that depict the same portion of the scene 
and then based on the disparity values of neighboring pixels 
Within the same segment of the image. The result of the 
smoothing operation is a disparity map for each image in the 
group images used to generate the reconstruction (Which in 
turn can be used to compute a per pixel depth map if the 
reconstruction application calls for it). 
The aforementioned segmentation of an image is accom 

plished in one embodiment of the invention by ?rst assign 
ing each pixel of the image under consideration to its oWn 
segment. Then, for each pixel in turn in a prescribed order 
(e.g., raster order), a prescribed number of neighboring 
pixels (e.g., the 4-connected neighbors) are reassigned to the 
segment associated With the pixel under consideration if the 
average color of the segment and that of the pixel under 
consideration differs by less than a prescribed threshold. It 
is next determined, for each segment of the image, if the 
segment is less than a prescribed number of pixels in area 
(e.g., 100 pixels in area). When a segment is found to be less 
than the prescribed number of pixels in area, the pixels of the 
segment are reassigned to the neighboring segment that has 
the closest average color to that of the segment under 
consideration. This is folloWed by determining if each 
segment is more than a prescribed number of pixels Wide 
(e.g., 40 pixels), and if so, splitting the segment horizontally 
into as many equal segments as necessary to ensure each of 
the neW thinner segments is not more than the prescribed 
number of pixels in Width. Similarly, once the Width of the 
segments has been addressed, it is determined if each of the 
current segments is more than a prescribed number of pixels 
tall (e.g., 40 pixels), and if so, splitting the segment verti 
cally into as many equal segments as necessary to ensure 
each of the neW shorter segments is not more than the 
prescribed number of pixels in height. 

It is noted that improved results can be achieved if prior 
to the foregoing segmentation of the images, the color 
differences betWeen adjacent pixels of each image are 
smoothed. This entails in one embodiment of the invention 
employing the folloWing smoothing technique for each pixel 
in raster order. Namely, each possible grouping of a pre 
scribed number (e.g., 3) of contiguous pixels neighboring 
the pixel under consideration is selected in turn, and for each 
selected group of pixels, the intensity of the color of each 
pixel in the selected group is subtracted from the intensity of 
the color of the pixel under consideration. The squared 
values of the resulting differences are summed to produce a 
total difference for the selected group. The group of pixels 
exhibiting the smallest total difference is then identi?ed and 
the color of each of the pixels in the identi?ed group and that 
of the pixel under consideration are averaged. The resulting 
average color is then assigned to the pixel under consider 
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ation as its current color. It is noted that the foregoing color 
smoothing procedure can be repeated a prescribed number 
of times to improve the results of the segmentation even 
further. 

The aforementioned DSD computation is accomplished in 
one embodiment of the invention by ?rst computing an 
initial disparity space distribution (DSD) for each segment 
of each image, and then re?ning the initial estimates by 
simultaneously enforcing a smoothness constraint betWeen 
neighboring segments Within the same image and a consis 
tency constraint betWeen corresponding segments in the 
other images that depict the same portion of the scene. The 
result is a re?ned DSD. 

Before the DSD can be computed, a set of depths, each 
corresponding to a unique disparity, must be computed. 
First, the optical center of the camera used to capture the 
image representing a middle vieWpoint is chosen as the 
World origin. The Z or depth axis is aligned With the 
camera’s orientation. Then, the depth values are computed 
using the folloWing method. The center pixel from the 
middle camera’s image is projected onto a neighboring 
image at the minimum depth speci?ed by the user. Next, a 
neW depth is added to the set such that the projection of the 
same pixel lies exactly a distance of one pixel, or one 
disparity value, from the previous projection. NeW depths 
are added until the depth values exceed the maximum depth 
speci?ed by the user. The number of disparity values in the 
resulting range of candidate disparity values is set equal to 
the number of depth values found in the foregoing method. 

Once the depths have been computed, the initial DSD can 
be computed for each segment of each image as folloWs. 
First, a disparity is selected. Next, a neighboring image of 
the image under consideration is selected. Then, each pixel 
in the segment under consideration is projected, using the 
depth associated With the selected disparity, into the selected 
neighboring image to identify the corresponding pixel in the 
neighboring image. If there is a corresponding pixel found, 
the ratio of one or more prescribed gains associated With the 
projected pixel and the identi?ed neighboring image pixel is 
computed. For example, this could involve just the grey 
level intensity gains in the case Where a single ratio is 
employed, or the gains associated With each color channel 
Where multiple gains are employed. Once all the pixels of 
the segment have been considered, a pixel gain ratio histo 
gram is generated. This histogram is used to compute the 
sum of its three largest contiguous bins. The sum is desig 
nated as a matching score for the segment under consider 
ation With the selected neighbor image at the disparity 
associated With the projection of the segment. 

The foregoing procedure is repeated for each remaining 
neighboring image and then repeated at each remaining 
disparity in the aforementioned range of candidate disparity 
values for the each neighboring image to produce matching 
scores for each candidate disparity value for each neighbor 
ing image. At this point, for each candidate disparity value, 
the product of the matching scores computed in connection 
With all the neighboring images for the candidate disparity 
under consideration is divided by the sum of the product of 
the matching scores computed in connection With all the 
neighboring images for every candidate disparity value, to 
produce an initial DSD probability for that disparity value. 

The aforementioned re?ning of the initial DSD probabili 
ties can be computed for each segment of each image using 
the equation 
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Where pZ-J-(d) refers to a re?ned disparity probability value 
associated With probability d for segment si], llj(d) is a 
function that enforces the smoothness constraint, cljk(d) is a 
function that enforces the consistency constraint With each 
neighboring image in the group of neighboring images Ni., 
and d' refers to all the disparity values having associated 
probability values. This is an iterative approach in that the 
re?ning across the images is repeated a prescribed number 
of times (e.g., 50-60 times). 
As described previously, the DSD probabilities are used to 

establish a disparity value for each pixel of each segment of 
each image. In doing this, an assumption Was made that all 
the pixels in a segment Will have the same disparity value. 
HoWever, more accurate results can be achieved by relaxing 
this requirement and alloWing the per pixel disparity values 
to vary Within a segment. The disparity variation is based on 
the disparities of corresponding pixels in the other images 
that depict the same portion of the scene and on the disparity 
values of neighboring pixels Within the same segment of the 
image. This disparity value smoothing process involves in 
one embodiment of the present invention, for each neigh 
boring image of the image under consideration, ?rst pro 
jecting the pixel under consideration into the neighboring 
image and identifying the pixel in the neighboring image 
that corresponds to the projected pixel, and then averaging 
the disparity values of the projected and corresponding 
pixels. This average is assigned to the pixel under consid 
eration as the disparity factor associated With the neighbor 
ing image involved, Whenever the absolute value of the 
difference betWeen the disparity value currently assigned to 
the pixel under consideration and that assigned to the 
corresponding pixel in the neighboring image is less than a 
prescribed number of disparity levels (e.g., 4 levels). Oth 
erWise, the disparity value of the pixel under consideration 
is assigned as the disparity factor associated With the neigh 
boring image involved. The disparity factors assigned to the 
pixel under consideration in connection With each of neigh 
boring images are summed and then divided by the number 
of neighboring images involved. The result of this compu 
tation is then assigned to the pixel under consideration as its 
current disparity value. 
Once the inter-image smoothing is complete, an intra 

image smoothing procedure can be performed. This entails, 
for each pixel of each segment of each image, averaging the 
currently-assigned disparity values of the pixels in a pre 
scribed-siZed WindoW (e.g., 5><5 WindoW) centered on the 
pixel under consideration, Which are not outside the segment 
under consideration. The resulting average disparity value is 
then assigned to the pixel under consideration as its ?nal 
disparity value. 
The foregoing smoothing procedures are then repeated a 

prescribed number of times. For example, in tested embodi 
ments the smoothing procedures Were repeated between 10 
to 20 times. 

In addition to the just described bene?ts, other advantages 
of the present invention Will become apparent from the 
detailed description Which folloWs hereinafter When taken in 
conjunction With the draWing ?gures Which accompany it. 
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DESCRIPTION OF THE DRAWINGS 

The speci?c features, aspects, and advantages of the 
present invention Will become better understood With regard 
to the following description, appended claims, and accom 
panying draWings Where: 

FIG. 1 is a diagram depicting a general purpose comput 
ing device constituting an exemplary system for implement 
ing the present invention. 

FIG. 2 is a How chart diagramming an overall process for 
computing a 3D reconstruction of a scene using multiple 
images thereof and a color segmentation-based approach. 

FIG. 3 is a How chart diagramming a process for smooth 
ing the pixel color of an image that represents an initial 
phase of the segmentation portion of the 3D reconstruction 
process of FIG. 2. 

FIG. 4 is a diagram shoWing the neighboring 3-pixel 
groups used in the pixel color smoothing process of FIG. 3. 

FIGS. 5A-C are a How chart diagramming a process for 
segmenting the images that implements that part of the 3D 
reconstruction process of FIG. 2. 

FIGS. 6(a) and (b) are exemplary images demonstrating 
the results of the segmentation process of FIGS. 5A-C, 
Where FIG. 6(a) is an original image and FIG. 6(b) repre 
sents its segmentation. 

FIG. 7 is a diagram shoWing examples of gain ratio 
histograms representing a good match and a bad match in 
connection With the Disparity Space Distribution (DSD) 
computations. 

FIGS. 8A-B are a How chart diagramming a process for 
computing the initial DSD estimate for each segment of each 
image that implements that part of the 3D reconstruction 
process of FIG. 2. 

FIG. 9 is a How chart diagramming a process for re?ning 
the initial DSD estimates that implements that part of the 3D 
reconstruction process of FIG. 2. 

FIGS. 10A-C are a How chart diagramming a process for 
smoothing the disparity estimates for the pixels of each 
image that implements that part of the 3D reconstruction 
process of FIG. 2. 

FIGS. 11(a)-(e) shoW sample results obtained using one 
embodiment of the 3D reconstruction process of FIG. 2, 
Where FIG. 11(a) is an image of a group of people Watching 
a break dancer, FIG. 11(b) illustrates the results of the 
segmentation phase of the reconstruction, FIG. 11(c) exem 
pli?es per pixel depths derived from the disparity estimates 
that Would be obtained by assigning the disparity associated 
With the maximum probability value of the initial DSD of a 
segment to the pixels in that segment, FIG. 11(d) represents 
the per pixel depth obtained as in FIG. 11(c) but after the 
DSD probabilities are re?ned, and FIG. 11(e) represents the 
per pixel depths obtained after the disparity estimate 
smoothing procedure is performed. 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENTS 

In the folloWing description of the preferred embodiments 
of the present invention, reference is made to the accompa 
nying draWings Which form a part hereof, and in Which is 
shoWn by Way of illustration speci?c embodiments in Which 
the invention may be practiced. It is understood that other 
embodiments may be utiliZed and structural changes may be 
made Without departing from the scope of the present 
invention. 
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6 
1.0 The Computing Environment 

Before providing a description of the preferred embodi 
ments of the present invention, a brief, general description of 
a suitable computing environment in Which the invention 
may be implemented Will be described. FIG. 1 illustrates an 
example of a suitable computing system environment 100. 
The computing system environment 100 is only one 
example of a suitable computing environment and is not 
intended to suggest any limitation as to the scope of use or 
functionality of the invention. Neither should the computing 
environment 100 be interpreted as having any dependency 
or requirement relating to any one or combination of com 
ponents illustrated in the exemplary operating environment 
100. 
The invention is operational With numerous other general 

purpose or special purpose computing system environments 
or con?gurations. Examples of Well knoWn computing sys 
tems, environments, and/or con?gurations that may be suit 
able for use With the invention include, but are not limited 
to, personal computers, server computers, hand-held or 
laptop devices, multiprocessor systems, microprocessor 
based systems, set top boxes, programmable consumer elec 
tronics, netWork PCs, minicomputers, mainframe comput 
ers, distributed computing environments that include any of 
the above systems or devices, and the like. 
The invention may be described in the general context of 

computer-executable instructions, such as program modules, 
being executed by a computer. Generally, program modules 
include routines, programs, objects, components, data struc 
tures, etc. that perform particular tasks or implement par 
ticular abstract data types. The invention may also be 
practiced in distributed computing environments Where 
tasks are performed by remote processing devices that are 
linked through a communications netWork. In a distributed 
computing environment, program modules may be located 
in both local and remote computer storage media including 
memory storage devices. 

With reference to FIG. 1, an exemplary system for imple 
menting the invention includes a general purpose computing 
device in the form of a computer 110. Components of 
computer 110 may include, but are not limited to, a pro 
cessing unit 120, a system memory 130, and a system bus 
121 that couples various system components including the 
system memory to the processing unit 120. The system bus 
121 may be any of several types of bus structures including 
a memory bus or memory controller, a peripheral bus, and a 
local bus using any of a variety of bus architectures. By Way 
of example, and not limitation, such architectures include 
Industry Standard Architecture (ISA) bus, Micro Channel 
Architecture (MCA) bus, Enhanced ISA (EISA) bus, Video 
Electronics Standards Association (V ESA) local bus, and 
Peripheral Component Interconnect (PCI) bus also knoWn as 
MeZZanine bus. 
Computer 110 typically includes a variety of computer 

readable media. Computer readable media can be any avail 
able media that can be accessed by computer 110 and 
includes both volatile and nonvolatile media, removable and 
non-removable media. By Way of example, and not limita 
tion, computer readable media may comprise computer 
storage media and communication media. Computer storage 
media includes both volatile and nonvolatile, removable and 
non-removable media implemented in any method or tech 
nology for storage of information such as computer readable 
instructions, data structures, program modules or other data. 
Computer storage media includes, but is not limited to, 
RAM, ROM, EEPROM, ?ash memory or other memory 
technology, CD-ROM, digital versatile disks (DVD) or other 
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optical disk storage, magnetic cassettes, magnetic tape, 
magnetic disk storage or other magnetic storage devices, or 
any other medium Which can be used to store the desired 
information and Which can be accessed by computer 110. 
Communication media typically embodies computer read 
able instructions, data structures, program modules or other 
data in a modulated data signal such as a carrier Wave or 
other transport mechanism and includes any information 
delivery media. The term “modulated data signal” means a 
signal that has one or more of its characteristics set or 
changed in such a manner as to encode information in the 
signal. By Way of example, and not limitation, communi 
cation media includes Wired media such as a Wired netWork 
or direct-Wired connection, and Wireless media such as 
acoustic, RF, infrared and other Wireless media. Combina 
tions of any of the above should also be included Within the 
scope of computer readable media. 
The system memory 130 includes computer storage media 

in the form of volatile and/or nonvolatile memory such as 
read only memory (ROM) 131 and random access memory 
(RAM) 132. A basic input/output system 133 (BIOS), con 
taining the basic routines that help to transfer information 
betWeen elements Within computer 110, such as during 
start-up, is typically stored in ROM 131. RAM 132 typically 
contains data and/or program modules that are immediately 
accessible to and/ or presently being operated on by process 
ing unit 120. By Way of example, and not limitation, FIG. 1 
illustrates operating system 134, application programs 135, 
other program modules 136, and program data 137. 

The computer 110 may also include other removable/non 
removable, volatile/nonvolatile computer storage media. By 
Way of example only, FIG. 1 illustrates a hard disk drive 141 
that reads from or Writes to non-removable, nonvolatile 
magnetic media, a magnetic disk drive 151 that reads from 
or Writes to a removable, nonvolatile magnetic disk 152, and 
an optical disk drive 155 that reads from or Writes to a 
removable, nonvolatile optical disk 156 such as a CD ROM 
or other optical media. Other removable/non-removable, 
volatile/nonvolatile computer storage media that can be used 
in the exemplary operating environment include, but are not 
limited to, magnetic tape cassettes, ?ash memory cards, 
digital versatile disks, digital video tape, solid state RAM, 
solid state ROM, and the like. The hard disk drive 141 is 
typically connected to the system bus 121 through an 
non-removable memory interface such as interface 140, and 
magnetic disk drive 151 and optical disk drive 155 are 
typically connected to the system bus 121 by a removable 
memory interface, such as interface 150. 

The drives and their associated computer storage media 
discussed above and illustrated in FIG. 1, provide storage of 
computer readable instructions, data structures, program 
modules and other data for the computer 110. In FIG. 1, for 
example, hard disk drive 141 is illustrated as storing oper 
ating system 144, application programs 145, other program 
modules 146, and program data 147. Note that these com 
ponents can either be the same as or different from operating 
system 134, application programs 135, other program mod 
ules 136, and program data 137. Operating system 144, 
application programs 145, other program modules 146, and 
program data 147 are given different numbers here to 
illustrate that, at a minimum, they are different copies. A user 
may enter commands and information into the computer 110 
through input devices such as a keyboard 162 and pointing 
device 161, commonly referred to as a mouse, trackball or 
touch pad. Other input devices (not shoWn) may include a 
microphone, joystick, game pad, satellite dish, scanner, or 
the like. These and other input devices are often connected 
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8 
to the processing unit 120 through a user input interface 160 
that is coupled to the system bus 121, but may be connected 
by other interface and bus structures, such as a parallel port, 
game port or a universal serial bus (U SB). A monitor 191 or 
other type of display device is also connected to the system 
bus 121 via an interface, such as a video interface 190. In 
addition to the monitor, computers may also include other 
peripheral output devices such as speakers 197 and printer 
196, Which may be connected through an output peripheral 
interface 195. Of particular signi?cance to the present inven 
tion, a camera 192 (such as a digital/electronic still or video 
camera, or ?lm/photographic scanner) capable of capturing 
a sequence of images 193 can also be included as an input 
device to the personal computer 110. Further, While just one 
camera is depicted, multiple cameras could be included as 
input devices to the personal computer 110. The images 193 
from the one or more cameras are input into the computer 
110 via an appropriate camera interface 194. This interface 
194 is connected to the system bus 121, thereby alloWing the 
images to be routed to and stored in the RAM 132, or one 
of the other data storage devices associated With the com 
puter 110. HoWever, it is noted that image data can be input 
into the computer 110 from any of the aforementioned 
computer-readable media as Well, Without requiring the use 
of the camera 192. 

The computer 110 may operate in a netWorked environ 
ment using logical connections to one or more remote 
computers, such as a remote computer 180. The remote 
computer 180 may be a personal computer, a server, a router, 
a netWork PC, a peer device or other common netWork node, 
and typically includes many or all of the elements described 
above relative to the computer 110, although only a memory 
storage device 181 has been illustrated in FIG. 1. The logical 
connections depicted in FIG. 1 include a local area netWork 
(LAN) 171 and a Wide area netWork (WAN) 173, but may 
also include other netWorks. Such netWorking environments 
are commonplace in of?ces, enterprise-Wide computer net 
Works, intranets and the Internet. 
When used in a LAN netWorking environment, the com 

puter 110 is connected to the LAN 171 through a netWork 
interface or adapter 170. When used in a WAN netWorking 
environment, the computer 110 typically includes a modem 
172 or other means for establishing communications over 
the WAN 173, such as the Internet. The modem 172, Which 
may be internal or external, may be connected to the system 
bus 121 via the user input interface 160, or other appropriate 
mechanism. In a netWorked environment, program modules 
depicted relative to the computer 110, or portions thereof, 
may be stored in the remote memory storage device. By Way 
of example, and not limitation, FIG. 1 illustrates remote 
application programs 185 as residing on memory device 
181. It Will be appreciated that the netWork connections 
shoWn are exemplary and other means of establishing a 
communications link betWeen the computers may be used. 

2.0 The Segmentation-Based 3D Reconstruction System and 
Process 

The exemplary operating environment having noW been 
discussed, the remaining part of this description section Will 
be devoted to a description of the program modules embody 
ing the invention. Generally, the system and process accord 
ing to the present invention involves computing a 3D 
reconstruction of a scene from multiple images thereof. The 
images are captured from different vieWpoints With each 
depicting a region of the scene that overlaps at least one 
other of the images by a prescribed amount (e. g., 60-l00%). 
The multiple images can be of a dynamic scene if they are 


















