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COLOR SEGMENTATION-BASED STEREO
3D RECONSTRUCTION SYSTEM AND
PROCESS

BACKGROUND

1. Technical Field

The invention is related to 3D reconstruction of a scene
using multiple images thereof, and more particularly to a
system and process for computing such a 3D reconstruction
using a color segmentation-based approach.

2. Background Art

Stereo reconstruction generally involves using multiple
images taken from different viewpoints to reconstruct a 3D
model of the scene depicted in the images. Typically, this
reconstruction entails recovering depth maps (often for each
image) and identifying corresponding pixels between the
images. These reconstructions are used for a variety of
purposes. For example, depth maps obtained from stereo
have been combined with texture maps extracted from input
images in order to create realistic 3-D scenes and environ-
ments for virtual reality and virtual studio applications.
Similarly, these maps have been employed for motion-
compensated prediction in video processing applications.
Still further, the recovered depth maps and correspondences
have been used for view interpolation purposes to generate
a “virtual” view of a scene from an arbitrary viewpoint using
images associated with other viewpoints.

Unfortunately, the quality and resolution of most of
today’s algorithms falls quite short of that demanded by
these applications. For example, traditional stereo algo-
rithms tend to produce erroneous results around disparity
discontinuities. Unfortunately, such errors produce some of
the most noticeable artifacts in interpolated scenes, since
disparity discontinuities typically coincide with intensity
edges. For this reason, the stereo algorithm for view inter-
polation must correctly match pixels around intensity edges,
which include disparity discontinuities.

Recently, a new approach to stereo vision called segmen-
tation-based stereo has been proposed. These methods seg-
ment the image into regions likely to have similar or smooth
disparities prior to the stereo computation. A smoothness
constraint is then enforced for each segment. Tao et al. [2]
used a planar constraint, while Zhang and Kambhamettu [3]
used the segments for local support. These methods have
shown very promising results in accurately handling dispar-
ity discontinuities.

It is noted that in the preceding paragraphs, as well as in
the remainder of this specification, the description refers to
various individual publications identified by a numeric des-
ignator contained within a pair of brackets. For example,
such a reference may be identified by reciting, “reference
[1]” or simply “[1]”. Multiple references will be identified
by a pair of brackets containing more than one designator,
for example, [2, 3]. A listing of references including the
publications corresponding to each designator can be found
at the end of the Detailed Description section.

SUMMARY

The present invention is directed toward a system and
process for computing a 3D reconstruction of a scene from
multiple overlapping images which were captured from
different viewpoints. This 3D reconstruction system and
process uses the aforementioned segmentation-based
approach, but improves upon the prior work. Namely, dis-
parities within segments must be smooth but need not be
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2

planar, each image is treated equally (i.e., there is no
reference image), occlusions are modeled explicitly, and
consistency between disparity maps is enforced.

More particularly, the system and process for computing
a 3D reconstruction according to the present invention
involves first partitioning each image into segments whose
pixels are likely to exhibit similar disparities. A disparity
space distribution (DSD) for each segment of each image is
then computed. This DSD is a set of probability estimates
representing the likelihood that the pixels making up a
segment exhibit a particular disparity for each of a group of
candidate disparity values. The disparity value correspond-
ing to the maximum probability in the DSD of each segment
of'each image is assigned to each pixel of the segment. Next,
for each image, the disparity value assigned to each pixel is
smoothed based on the disparities of corresponding pixels in
the other images that depict the same portion of the scene
and then based on the disparity values of neighboring pixels
within the same segment of the image. The result of the
smoothing operation is a disparity map for each image in the
group images used to generate the reconstruction (which in
turn can be used to compute a per pixel depth map if the
reconstruction application calls for it).

The aforementioned segmentation of an image is accom-
plished in one embodiment of the invention by first assign-
ing each pixel of the image under consideration to its own
segment. Then, for each pixel in turn in a prescribed order
(e.g., raster order), a prescribed number of neighboring
pixels (e.g., the 4-connected neighbors) are reassigned to the
segment associated with the pixel under consideration if the
average color of the segment and that of the pixel under
consideration differs by less than a prescribed threshold. It
is next determined, for each segment of the image, if the
segment is less than a prescribed number of pixels in area
(e.g., 100 pixels in area). When a segment is found to be less
than the prescribed number of pixels in area, the pixels of the
segment are reassigned to the neighboring segment that has
the closest average color to that of the segment under
consideration. This is followed by determining if each
segment is more than a prescribed number of pixels wide
(e.g., 40 pixels), and if so, splitting the segment horizontally
into as many equal segments as necessary to ensure each of
the new thinner segments is not more than the prescribed
number of pixels in width. Similarly, once the width of the
segments has been addressed, it is determined if each of the
current segments is more than a prescribed number of pixels
tall (e.g., 40 pixels), and if so, splitting the segment verti-
cally into as many equal segments as necessary to ensure
each of the new shorter segments is not more than the
prescribed number of pixels in height.

It is noted that improved results can be achieved if prior
to the foregoing segmentation of the images, the color
differences between adjacent pixels of each image are
smoothed. This entails in one embodiment of the invention
employing the following smoothing technique for each pixel
in raster order. Namely, each possible grouping of a pre-
scribed number (e.g., 3) of contiguous pixels neighboring
the pixel under consideration is selected in turn, and for each
selected group of pixels, the intensity of the color of each
pixel in the selected group is subtracted from the intensity of
the color of the pixel under consideration. The squared
values of the resulting differences are summed to produce a
total difference for the selected group. The group of pixels
exhibiting the smallest total difference is then identified and
the color of each of the pixels in the identified group and that
of the pixel under consideration are averaged. The resulting
average color is then assigned to the pixel under consider-
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ation as its current color. It is noted that the foregoing color
smoothing procedure can be repeated a prescribed number
of times to improve the results of the segmentation even
further.

The aforementioned DSD computation is accomplished in
one embodiment of the invention by first computing an
initial disparity space distribution (DSD) for each segment
of each image, and then refining the initial estimates by
simultaneously enforcing a smoothness constraint between
neighboring segments within the same image and a consis-
tency constraint between corresponding segments in the
other images that depict the same portion of the scene. The
result is a refined DSD.

Before the DSD can be computed, a set of depths, each
corresponding to a unique disparity, must be computed.
First, the optical center of the camera used to capture the
image representing a middle viewpoint is chosen as the
world origin. The z or depth axis is aligned with the
camera’s orientation. Then, the depth values are computed
using the following method. The center pixel from the
middle camera’s image is projected onto a neighboring
image at the minimum depth specified by the user. Next, a
new depth is added to the set such that the projection of the
same pixel lies exactly a distance of one pixel, or one
disparity value, from the previous projection. New depths
are added until the depth values exceed the maximum depth
specified by the user. The number of disparity values in the
resulting range of candidate disparity values is set equal to
the number of depth values found in the foregoing method.

Once the depths have been computed, the initial DSD can
be computed for each segment of each image as follows.
First, a disparity is selected. Next, a neighboring image of
the image under consideration is selected. Then, each pixel
in the segment under consideration is projected, using the
depth associated with the selected disparity, into the selected
neighboring image to identify the corresponding pixel in the
neighboring image. If there is a corresponding pixel found,
the ratio of one or more prescribed gains associated with the
projected pixel and the identified neighboring image pixel is
computed. For example, this could involve just the grey
level intensity gains in the case where a single ratio is
employed, or the gains associated with each color channel
where multiple gains are employed. Once all the pixels of
the segment have been considered, a pixel gain ratio histo-
gram is generated. This histogram is used to compute the
sum of its three largest contiguous bins. The sum is desig-
nated as a matching score for the segment under consider-
ation with the selected neighbor image at the disparity
associated with the projection of the segment.

The foregoing procedure is repeated for each remaining
neighboring image and then repeated at each remaining
disparity in the aforementioned range of candidate disparity
values for the each neighboring image to produce matching
scores for each candidate disparity value for each neighbor-
ing image. At this point, for each candidate disparity value,
the product of the matching scores computed in connection
with all the neighboring images for the candidate disparity
under consideration is divided by the sum of the product of
the matching scores computed in connection with all the
neighboring images for every candidate disparity value, to
produce an initial DSD probability for that disparity value.

The aforementioned refining of the initial DSD probabili-
ties can be computed for each segment of each image using
the equation
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where p,(d) refers to a refined disparity probability value
associated with probability d for segment s, 1(d) is a
function that enforces the smoothness constraint, c,;,(d) is a
function that enforces the consistency constraint with each
neighboring image in the group of neighboring images N, .,
and d' refers to all the disparity values having associated
probability values. This is an iterative approach in that the
refining across the images is repeated a prescribed number
of times (e.g., 50-60 times).

As described previously, the DSD probabilities are used to
establish a disparity value for each pixel of each segment of
each image. In doing this, an assumption was made that all
the pixels in a segment will have the same disparity value.
However, more accurate results can be achieved by relaxing
this requirement and allowing the per pixel disparity values
to vary within a segment. The disparity variation is based on
the disparities of corresponding pixels in the other images
that depict the same portion of the scene and on the disparity
values of neighboring pixels within the same segment of the
image. This disparity value smoothing process involves in
one embodiment of the present invention, for each neigh-
boring image of the image under consideration, first pro-
jecting the pixel under consideration into the neighboring
image and identifying the pixel in the neighboring image
that corresponds to the projected pixel, and then averaging
the disparity values of the projected and corresponding
pixels. This average is assigned to the pixel under consid-
eration as the disparity factor associated with the neighbor-
ing image involved, whenever the absolute value of the
difference between the disparity value currently assigned to
the pixel under consideration and that assigned to the
corresponding pixel in the neighboring image is less than a
prescribed number of disparity levels (e.g., 4 levels). Oth-
erwise, the disparity value of the pixel under consideration
is assigned as the disparity factor associated with the neigh-
boring image involved. The disparity factors assigned to the
pixel under consideration in connection with each of neigh-
boring images are summed and then divided by the number
of neighboring images involved. The result of this compu-
tation is then assigned to the pixel under consideration as its
current disparity value.

Once the inter-image smoothing is complete, an intra-
image smoothing procedure can be performed. This entails,
for each pixel of each segment of each image, averaging the
currently-assigned disparity values of the pixels in a pre-
scribed-sized window (e.g., 5x5 window) centered on the
pixel under consideration, which are not outside the segment
under consideration. The resulting average disparity value is
then assigned to the pixel under consideration as its final
disparity value.

The foregoing smoothing procedures are then repeated a
prescribed number of times. For example, in tested embodi-
ments the smoothing procedures were repeated between 10
to 20 times.

In addition to the just described benefits, other advantages
of the present invention will become apparent from the
detailed description which follows hereinafter when taken in
conjunction with the drawing figures which accompany it.
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DESCRIPTION OF THE DRAWINGS

The specific features, aspects, and advantages of the
present invention will become better understood with regard
to the following description, appended claims, and accom-
panying drawings where:

FIG. 1 is a diagram depicting a general purpose comput-
ing device constituting an exemplary system for implement-
ing the present invention.

FIG. 2 is a flow chart diagramming an overall process for
computing a 3D reconstruction of a scene using multiple
images thereof and a color segmentation-based approach.

FIG. 3 is a flow chart diagramming a process for smooth-
ing the pixel color of an image that represents an initial
phase of the segmentation portion of the 3D reconstruction
process of FIG. 2.

FIG. 4 is a diagram showing the neighboring 3-pixel
groups used in the pixel color smoothing process of FIG. 3.

FIGS. 5A-C are a flow chart diagramming a process for
segmenting the images that implements that part of the 3D
reconstruction process of FIG. 2.

FIGS. 6(a) and (b) are exemplary images demonstrating
the results of the segmentation process of FIGS. 5A-C,
where FIG. 6(a) is an original image and FIG. 6(b) repre-
sents its segmentation.

FIG. 7 is a diagram showing examples of gain ratio
histograms representing a good match and a bad match in
connection with the Disparity Space Distribution (DSD)
computations.

FIGS. 8A-B are a flow chart diagramming a process for
computing the initial DSD estimate for each segment of each
image that implements that part of the 3D reconstruction
process of FIG. 2.

FIG. 9 is a flow chart diagramming a process for refining
the initial DSD estimates that implements that part of the 3D
reconstruction process of FIG. 2.

FIGS. 10A-C are a flow chart diagramming a process for
smoothing the disparity estimates for the pixels of each
image that implements that part of the 3D reconstruction
process of FIG. 2.

FIGS. 11(a)-(e) show sample results obtained using one
embodiment of the 3D reconstruction process of FIG. 2,
where FIG. 11(a) is an image of a group of people watching
a break dancer, FIG. 11(b) illustrates the results of the
segmentation phase of the reconstruction, FIG. 11(c) exem-
plifies per pixel depths derived from the disparity estimates
that would be obtained by assigning the disparity associated
with the maximum probability value of the initial DSD of a
segment to the pixels in that segment, FIG. 11(d) represents
the per pixel depth obtained as in FIG. 11(c) but after the
DSD probabilities are refined, and FIG. 11(e) represents the
per pixel depths obtained after the disparity estimate
smoothing procedure is performed.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

In the following description of the preferred embodiments
of the present invention, reference is made to the accompa-
nying drawings which form a part hereof, and in which is
shown by way of illustration specific embodiments in which
the invention may be practiced. It is understood that other
embodiments may be utilized and structural changes may be
made without departing from the scope of the present
invention.
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1.0 The Computing Environment

Before providing a description of the preferred embodi-
ments of the present invention, a brief, general description of
a suitable computing environment in which the invention
may be implemented will be described. FIG. 1 illustrates an
example of a suitable computing system environment 100.
The computing system environment 100 is only one
example of a suitable computing environment and is not
intended to suggest any limitation as to the scope of use or
functionality of the invention. Neither should the computing
environment 100 be interpreted as having any dependency
or requirement relating to any one or combination of com-
ponents illustrated in the exemplary operating environment
100.

The invention is operational with numerous other general
purpose or special purpose computing system environments
or configurations. Examples of well known computing sys-
tems, environments, and/or configurations that may be suit-
able for use with the invention include, but are not limited
to, personal computers, server computers, hand-held or
laptop devices, multiprocessor systems, microprocessor-
based systems, set top boxes, programmable consumer elec-
tronics, network PCs, minicomputers, mainframe comput-
ers, distributed computing environments that include any of
the above systems or devices, and the like.

The invention may be described in the general context of
computer-executable instructions, such as program modules,
being executed by a computer. Generally, program modules
include routines, programs, objects, components, data struc-
tures, etc. that perform particular tasks or implement par-
ticular abstract data types. The invention may also be
practiced in distributed computing environments where
tasks are performed by remote processing devices that are
linked through a communications network. In a distributed
computing environment, program modules may be located
in both local and remote computer storage media including
memory storage devices.

With reference to FIG. 1, an exemplary system for imple-
menting the invention includes a general purpose computing
device in the form of a computer 110. Components of
computer 110 may include, but are not limited to, a pro-
cessing unit 120, a system memory 130, and a system bus
121 that couples various system components including the
system memory to the processing unit 120. The system bus
121 may be any of several types of bus structures including
a memory bus or memory controller, a peripheral bus, and a
local bus using any of a variety of bus architectures. By way
of example, and not limitation, such architectures include
Industry Standard Architecture (ISA) bus, Micro Channel
Architecture (MCA) bus, Enhanced ISA (EISA) bus, Video
Electronics Standards Association (VESA) local bus, and
Peripheral Component Interconnect (PCI) bus also known as
Mezzanine bus.

Computer 110 typically includes a variety of computer
readable media. Computer readable media can be any avail-
able media that can be accessed by computer 110 and
includes both volatile and nonvolatile media, removable and
non-removable media. By way of example, and not limita-
tion, computer readable media may comprise computer
storage media and communication media. Computer storage
media includes both volatile and nonvolatile, removable and
non-removable media implemented in any method or tech-
nology for storage of information such as computer readable
instructions, data structures, program modules or other data.
Computer storage media includes, but is not limited to,
RAM, ROM, EEPROM, flash memory or other memory
technology, CD-ROM, digital versatile disks (DVD) or other
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optical disk storage, magnetic cassettes, magnetic tape,
magnetic disk storage or other magnetic storage devices, or
any other medium which can be used to store the desired
information and which can be accessed by computer 110.
Communication media typically embodies computer read-
able instructions, data structures, program modules or other
data in a modulated data signal such as a carrier wave or
other transport mechanism and includes any information
delivery media. The term “modulated data signal” means a
signal that has one or more of its characteristics set or
changed in such a manner as to encode information in the
signal. By way of example, and not limitation, communi-
cation media includes wired media such as a wired network
or direct-wired connection, and wireless media such as
acoustic, RF, infrared and other wireless media. Combina-
tions of any of the above should also be included within the
scope of computer readable media.

The system memory 130 includes computer storage media
in the form of volatile and/or nonvolatile memory such as
read only memory (ROM) 131 and random access memory
(RAM) 132. A basic input/output system 133 (BIOS), con-
taining the basic routines that help to transfer information
between elements within computer 110, such as during
start-up, is typically stored in ROM 131. RAM 132 typically
contains data and/or program modules that are immediately
accessible to and/or presently being operated on by process-
ing unit 120. By way of example, and not limitation, FIG. 1
illustrates operating system 134, application programs 135,
other program modules 136, and program data 137.

The computer 110 may also include other removable/non-
removable, volatile/nonvolatile computer storage media. By
way of example only, FIG. 1 illustrates a hard disk drive 141
that reads from or writes to non-removable, nonvolatile
magnetic media, a magnetic disk drive 151 that reads from
or writes to a removable, nonvolatile magnetic disk 152, and
an optical disk drive 155 that reads from or writes to a
removable, nonvolatile optical disk 156 such as a CD ROM
or other optical media. Other removable/non-removable,
volatile/nonvolatile computer storage media that can be used
in the exemplary operating environment include, but are not
limited to, magnetic tape cassettes, flash memory cards,
digital versatile disks, digital video tape, solid state RAM,
solid state ROM, and the like. The hard disk drive 141 is
typically connected to the system bus 121 through an
non-removable memory interface such as interface 140, and
magnetic disk drive 151 and optical disk drive 155 are
typically connected to the system bus 121 by a removable
memory interface, such as interface 150.

The drives and their associated computer storage media
discussed above and illustrated in FIG. 1, provide storage of
computer readable instructions, data structures, program
modules and other data for the computer 110. In FIG. 1, for
example, hard disk drive 141 is illustrated as storing oper-
ating system 144, application programs 145, other program
modules 146, and program data 147. Note that these com-
ponents can either be the same as or different from operating
system 134, application programs 135, other program mod-
ules 136, and program data 137. Operating system 144,
application programs 145, other program modules 146, and
program data 147 are given different numbers here to
illustrate that, at a minimum, they are different copies. A user
may enter commands and information into the computer 110
through input devices such as a keyboard 162 and pointing
device 161, commonly referred to as a mouse, trackball or
touch pad. Other input devices (not shown) may include a
microphone, joystick, game pad, satellite dish, scanner, or
the like. These and other input devices are often connected
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to the processing unit 120 through a user input interface 160
that is coupled to the system bus 121, but may be connected
by other interface and bus structures, such as a parallel port,
game port or a universal serial bus (USB). A monitor 191 or
other type of display device is also connected to the system
bus 121 via an interface, such as a video interface 190. In
addition to the monitor, computers may also include other
peripheral output devices such as speakers 197 and printer
196, which may be connected through an output peripheral
interface 195. Of particular significance to the present inven-
tion, a camera 192 (such as a digital/electronic still or video
camera, or film/photographic scanner) capable of capturing
a sequence of images 193 can also be included as an input
device to the personal computer 110. Further, while just one
camera is depicted, multiple cameras could be included as
input devices to the personal computer 110. The images 193
from the one or more cameras are input into the computer
110 via an appropriate camera interface 194. This interface
194 is connected to the system bus 121, thereby allowing the
images to be routed to and stored in the RAM 132, or one
of the other data storage devices associated with the com-
puter 110. However, it is noted that image data can be input
into the computer 110 from any of the aforementioned
computer-readable media as well, without requiring the use
of the camera 192.

The computer 110 may operate in a networked environ-
ment using logical connections to one or more remote
computers, such as a remote computer 180. The remote
computer 180 may be a personal computer, a server, a router,
a network PC, a peer device or other common network node,
and typically includes many or all of the elements described
above relative to the computer 110, although only a memory
storage device 181 has been illustrated in FIG. 1. The logical
connections depicted in FIG. 1 include a local area network
(LAN) 171 and a wide area network (WAN) 173, but may
also include other networks. Such networking environments
are commonplace in offices, enterprise-wide computer net-
works, intranets and the Internet.

When used in a LAN networking environment, the com-
puter 110 is connected to the LAN 171 through a network
interface or adapter 170. When used in a WAN networking
environment, the computer 110 typically includes a modem
172 or other means for establishing communications over
the WAN 173, such as the Internet. The modem 172, which
may be internal or external, may be connected to the system
bus 121 via the user input interface 160, or other appropriate
mechanism. In a networked environment, program modules
depicted relative to the computer 110, or portions thereof,
may be stored in the remote memory storage device. By way
of example, and not limitation, FIG. 1 illustrates remote
application programs 185 as residing on memory device
181. It will be appreciated that the network connections
shown are exemplary and other means of establishing a
communications link between the computers may be used.

2.0 The Segmentation-Based 3D Reconstruction System and
Process

The exemplary operating environment having now been
discussed, the remaining part of this description section will
be devoted to a description of the program modules embody-
ing the invention. Generally, the system and process accord-
ing to the present invention involves computing a 3D
reconstruction of a scene from multiple images thereof. The
images are captured from different viewpoints with each
depicting a region of the scene that overlaps at least one
other of the images by a prescribed amount (e.g., 60-100%).
The multiple images can be of a dynamic scene if they are
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all simultaneously captured. To this end, multiple cameras
placed at different viewpoint can be employed. In addition,
it is noted that the multiple images could take the form of a
group of contemporaneously captured frames generated by
a series of video cameras placed at different viewpoints.
These images can also be of a static scene, in which case a
series of cameras placed at different viewpoints can be used
as before, or a single camera can be moved from viewpoint
to viewpoint to capture the multiple images since the scene
is not changing.

In general, the present 3D reconstruction technique is
accomplished as follows, referring to the flow diagram of
FIG. 2. First, each image is independently segmented (pro-
cess action 200). Second, an initial disparity space distribu-
tion (DSD) is computed for each segment, using the assump-
tion that all pixels within a segment have the same disparity
(process action 202). Next, each segment’s DSD is refined
using neighboring segments and its projection into other
images (process action 204). The assumption that each
segment has a single disparity is then relaxed during a pixel
disparity smoothing stage to produce a disparity map for
each image (process action 206).

Each of the foregoing process actions will now be
described in greater detail in the sections to follow.

2.1 Segmentation

The goal of segmentation is to split each image into
regions that are likely to contain similar disparities. These
regions or segments should be as large as possible to
increase local support while minimizing the chance of the
segments covering areas of varying disparity. In creating
these segments, it is assumed that areas of homogeneous
color generally have smooth disparities, i.e., disparity dis-
continuities generally coincide with intensity edges.

The present segmentation procedure has two phases. First,
each of the multiple images is smoothed using a variant of
anisotropic diffusion. Then, each image is segmented based
on neighboring color values.

The purpose of smoothing prior to segmentation is to
remove as much image noise as possible in order to create
more consistent segments. It is also desired to reduce the
number of thin segments along intensity edges. In general,
the present smoothing procedure iteratively averages a pixel
with three contiguous neighbors. The set of pixels used for
averaging is determined by which pixels have the minimum
squared difference in color from the center pixel. This
simplified variant of the well known anisotropic diffusion
and bilateral filtering algorithms produces good results for
the present application.

More particularly, referring to the flow diagram of FIG. 3,
for the image under consideration, each pixel is selected in
raster order (process action 300). Once a pixel has been
selected, each group of three neighboring pixels (as shown
in FIG. 4 as dark pixels) is selected in turn (process action
302). It is irrelevant what order each group is selected and
if the selected pixel is a corner or edge pixel, only those
neighboring pixel groups that actually exist are considered.
For the selected group of three pixels, each color channel is
subtracted from the corresponding values of the selected
pixel (process action 304). The squared values of the result-
ing differences are then summed to produce a total difference
for the selected group (process action 306). It is then
determined if all the existing three pixel groups have been
considered (process action 308). If not, process actions 302
through 308 are repeated. If all the pixel groups have been
considered, then in process action 310, the group exhibiting
the smallest squared difference sum is designated for aver-
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aging. Next, the color of each of the pixels in the designated
group and the selected pixel are averaged (process action
312) and this result is assigned as the new color of the
selected pixel (process action 314). It is then determined if
all the pixels in the image have been selected (process action
316). If not, process actions 300 through 316 are repeated.
It all the pixels have been considered, then the current
iteration of the smoothing procedure ends.

The foregoing smoothing procedure is repeated a pre-
scribed number of times. While any number of iterations can
be performed, in tested embodiments of the present segmen-
tation process it was found that 8 iterations of the smoothing
procedure produced acceptable results.

It is noted that while groups of three neighbors (i.e., 3x3
windows) were used in the tested embodiments of the
foregoing smoothing procedure, bigger windows could also
be employed with success. For example, groups of five
neighboring pixels (i.e., 5x5 windows) could be employed.

After smoothing, the segmenting phase begins. This is
accomplished in one embodiment of the invention as out-
lined in the flow diagram of FIGS. 5A-C for each of the
multiple images involved. First, each pixel of the image
under consideration is assigned its own segment (process
action 500). Each pixel is then selected in turn in a pre-
scribed order (process action 502). For example, in tested
embodiments, a raster order was used. The neighboring
4-connected segments (pixels) are merged with (i.e., reas-
signed to) the segment assigned to the selected pixel (if it is
not already in that segment), if the average color of the
segment and that of the selected pixel differs by less than
some prescribed threshold (process action 504). For corner
and edge pixels, only those “4-connected” pixels that exist
are considered. It is next determined if there are any remain-
ing unselected pixels (process action 506). If so, process
actions 502 and 506 are repeated, until all the pixels have
been considered. Once all the pixels have been considered,
a previously unselected segment is selected (process action
508) and in process action 510 it is determined if the selected
segment is less than a prescribed number of pixels in area
(e.g., 100 pixels as in tested embodiments). If the selected
segment is not less than the prescribed number of pixels in
area, then no action is taken. However, if it is found to be
less that the prescribed number, it is merged with whatever
neighboring segment that has the most similar average color
(process action 512). In other words, the pixels of the
selected segment are reassigned to the neighboring segment
whose average color is closest to the average color of the
selected segment. It is next determined if there are any
remaining unselected segments (process action 514). If so,
process actions 508 through 514 are repeated until all the
segments have been selected and processed.

It is noted that large areas of homogeneous color may also
possess varying disparity. To account for this possibility, the
segments are limited to a prescribed size in both width and
height. More particularly, referring to FIGS. 5B-C, the
process continues by once again selecting one of the seg-
ments (process action 516). It is then determined if the
selected segment is more than a prescribed number of pixels
wide (process action 518). For example, in tested embodi-
ments the prescribed number of pixels was 40. If the selected
segment is not more than the prescribed number of pixels
wide, then no action is taken. However, if the selected
segment exceeded the prescribed number of pixels in width,
it is split horizontally into as many equal segments as
necessary to ensure each of the new thinner segments is not
more than the prescribed maximum number of pixels in
width (process action 520). This is accomplished by reas-
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signing the pixels of the selected segment to the appropriate
new thinner segment. Next, it is determined if all the
segments have been considered in regard to width (process
action 522). If not, process actions 516 through 522 are
repeated. If, however, all the segments have been consid-
ered, then the splitting procedure is repeated except in regard
to segment height. More particularly, a segment is selected
(process action 524), which may be one of the newly created
segments produced by the segment width splitting proce-
dure. Then, in process action 526, it is determined if the
selected segment is more than a prescribed number of pixels
tall. If the selected segment is not more than the prescribed
number of pixels tall, then no splitting is performed. How-
ever, if the selected segment exceeds the prescribed number
of pixels in height, the selected segment is split vertically
into as many equal segments as necessary to ensure each of
the new shorter segments is not more than the prescribed
maximum number of pixels in height (process action 528).
Again, this is accomplished by reassigning the pixels of the
selected segment to the appropriate new shorter segment. It
is then determined if all the segments have been considered
in regard to their height (process action 530). If not, process
actions 524 through 530 are repeated. If all the segments
have been considered the process ends.

In tested embodiments of the present invention, the result
of the foregoing merging and splitting operations is that all
the final segments will vary in size from 100 to 1600 pixels.
An example of the foregoing segmentation procedure is
shown in FIGS. 6(a) and (b), where FIG. 6(a) is the original
image and FIG. 6(b) represents its segmentation.

2.2 Initial Disparity Space Distribution

After segmentation, the next step is to compute the initial
disparity space distribution (DSD) for each segment in each
image. The DSD is the set of probabilities over multiple
disparities for segment s; in image I,. It is a variant of the
classic disparity space image (DSI), which associates a cost
or likelihood at every disparity with every pixel [1]. The
probability that segment s,; has disparity d is denoted by
p,(d), with

Zp;j(d) =1
d

The initial DSD for each segment s;; is set to:

l_[ myj (d) (O]

keN;

0
i —
iD= S et
4 keN;

where m,;(d) is the matching function for s,; in image k at
disparity d, and N, are the neighbors of image i. It will be
assumed for this description that N, consists of the imme-
diate neighbors of i, i.e., the images capture by cameras
directly adjacent to i. In the case of an end camera in a row
of cameras, there would only be one neighboring image
available. In addition, division by the sum of all the match-
ing scores over the complete range of d' ensures the DSD
sums to one. The matching scores over the complete range
of'd' can be obtained by computing the matching function for
the projection of a segment, at the depth associated with the
disparity, in a neighboring image and then recomputing the
matching function.
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Given the gain differences between the cameras, it was
found that a matching score which uses a histogram of pixel
gains produces good results, although other pixel character-
istics and other conventional non-histogram-based matching
methods could be employed instead. For each pixel x in
segment s, its projection x' in neighboring image k is found
using any appropriate projection method. A pixel gain ratio
histogram is then created using the gains (ratios), L(x)/I(x").
For color pixels, the gains for each channel are computed
separately and added to the same histogram. The bins of the
histogram are computed using a log scale to ensure a better
spacing of the data. In tested embodiments of the segmen-
tation procedure, a histogram with 20 bins ranging from 0.8
to 1.25 was used with good results.

Generally, if a match is good using the foregoing histo-
gram method, the histogram has a few bins with large values
with the rest being small, while a bad match has a more even
distribution, as illustrated in FIG. 7. To measure the fore-
going “sharpness” of the distribution, several methods could
be used, such as measuring the variance or entropy. How-
ever, in tested embodiments of the present invention the
following matching function was found to be both efficient
and to produce good results:

@

my(d) = mlax(hH + R+ hiyy)

where h;, is the 1 th bin in the histogram, i.e., the matching
score is the sum of the three largest contiguous bins in the
histogram.

Once the matching score is determined for the initial
disparity of the segment under consideration with a neigh-
boring image, it is recomputed for the entire set of disparity
values. For example, in tested embodiments the matching
score was recomputed by projecting the segment into the
neighboring image using the depth associated with each
disparity. The depth associated with each disparity is com-
puted by finding the change in depth that corresponds to a
one pixel shift in the projection of the center pixel in the
middle camera with one of its neighbors. Thus, for each
disparity, a set of different neighboring pixels will be
involved in the foregoing gain ratio(s) computations and so
the histogram will likely have a different profile resulting in
a different match score. A greater match score indicates that
the segment under consideration may more closely match
the region of the neighboring image associated with the
shift, and that the incremented disparity value may be more
accurate than the other candidate values.

The foregoing initial DSD procedure as performed on
each segment in each image of the group of images being
processed will now be outlined in reference to the flow
diagram shown in FIGS. 8A-B. First, a set of depth values,
each corresponding to a unique disparity, are computed
(process action 800). In one embodiment of the DSD pro-
cedure, the set of candidate disparities and a depth value for
each candidate are established as follows. First, user-speci-
fied minimum and maximum depth values are input. The
center pixel in a middle image in regard to viewpoint of said
multiple images is then projected onto one of its neighboring
images using the minimum depth specified by the user. The
minimum depth value is assigned to a disparity value
associated with the neighboring image pixel that corre-
sponds to the projected center pixel. Next, the center pixel
is projected again so that it lies one disparity value from the
immediately preceding projection and the depth associated
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with the current center pixel projection is ascertained. It is
then determined if the last-ascertained depth value exceeds
the user-specified maximum depth. If not, the last-ascer-
tained depth is assigned to a disparity equaling the imme-
diately preceding disparity value assigned, but incremented
by one disparity level. This projecting of the center pixel,
determining if the ascertained depth exceeds the maximum
value and establishing of a new disparity and associated
depth continues until it is determined that the last-ascer-
tained depth value exceeds the user-specified maximum
depth. At that point, the range of disparity values that have
been assigned depths are designated as the candidate dis-
parity values. Next, a disparity value is selected from the set
of candidate disparity values (process action 802). A neigh-
boring image of the image whose segment is being consid-
ered is then selected (process action 804). This is followed
by selecting a previously unselected pixel in the segment
under consideration (process action 806) and in process
action 808 projecting it into the selected neighboring image,
using the depth associated with the selected disparity, to
identify the pixel in the neighboring image that corresponds
to the projected pixel. As each image overlaps at least one
neighboring image, at least some of the pixels in the image
under consideration will correspond to pixels in a neighbor-
ing image. If the selected pixel does have corresponding
pixels in selected neighboring image, then the ratio or ratios
of the gains associated with the projected pixel and the
currently identified neighboring image pixel is computed
(process action 810). An example of a situation where there
can be multiple ratios associated with this computation is
where the images are color images. In such a case, a ratio of
the gains of each applicable color channel can be computed.
It is next determined if there are any remaining unselected
pixels in the segment under consideration (process action
812). If so, process actions 806 through 812 are repeated
until all the pixels have been considered. When there are no
unselected pixels remaining, in process action 814, a pixel
gain ratio histogram (as described previously) is generated.
The sum of the three largest contiguous bins in the histogram
is then computed (process action 816) and this sum is
designated as the matching score for the segment with the
selected neighbor image at the selected disparity (process
action 818).

At this point in the process, the matching scores between
the pixels of the segment under consideration and pixels of
the selected neighboring image have been computed for the
selected disparity. If there is another neighboring image, the
foregoing procedure is repeated for it. Accordingly, referring
to FIG. 8B, in process action 820 it is determined if all the
neighboring images have been selected. If not, process
actions 804 through 820 are repeated. If all the neighboring
images have been considered, process action 822 checks if
there are unselected disparity values remaining. If so, a new
disparity is selected and process actions 802 through 822 are
repeated. After the entire set of disparities has been selected,
the initial DSD for the segment is computed. This entails
selecting a previously unselected one of the disparities
associated with the matching score calculations (process
action 824). The product of the matching scores computed in
connection with all the neighboring images for the selected
disparity is then divided by the sum of the product of the
matching scores computed in connection with all the neigh-
boring images for each disparity, to produce a DSD prob-
ability for the selected disparity (process action 826). This is
followed by ascertaining if there are any remaining previ-
ously unselected disparities (process action 828). If so,
process actions 824 and 828 are repeated until all the
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disparities have been considered. When a DSD probability
has been computed for each disparity, the process ends for
the segment under consideration.

2.3 DSD Refinement

The next step is to iteratively refine the disparity space
distribution of each segment in each image of the group of
images being processed. It is assumed as in the previous
section that each segment has a single disparity.

When refining the DSD, it is desired to enforce a smooth-
ness constraint between segments and a consistency con-
straint between images. The smoothness constraint states
that neighboring segments with similar colors should have
similar disparities. The second constraint enforces consis-
tency in disparities between images. That is, if a segment
with disparity d is projected onto a neighboring image, the
segment it projects to should have disparities close to d.

These two constraints are iteratively enforced using the
following equation:

i@ | | egt@ @)

keN;

Z Li(d) T1 cy(d’)
keN;

4

piitd) =

where 1,(d) enforces the smoothness constraint and c,;(d)
enforces the consistency constraint with each neighboring
image in N,. In tested embodiments, it was found that
iterating through the images about 50-60 times produced the
desired refinement of the disparity probabilities. The details
of the smoothness and consistency constraints are as fol-
lows.

2.3.1 Smoothness Constraint

When creating initial segments, the heuristic that neigh-
boring pixels with similar colors should have similar dis-
parities is used. The same heuristic is used across segments
to refine the DSD. Let S,; denote the neighbors of segment
s» and d,; be the maximum disparity estimate for segment
$;/=S;. It is assumed that the disparity of segment s, lies
within a vicinity of d,; modeled by a contaminated normal
distribution with mean d,;:

liidy= [ | Nidsdu oF)+e @

sij €S

where N (d;p.,oz):(Znoz)"1e"(d"")2/ 29" in tested embodi-
ments of the invention is the normal distribution and the
offset €=0.01. The variance o,” for each neighboring seg-
ment s;, is estimated using three values: the similarity in
color of the segments, the length of the border between the
segments and p,(d,,). Let A, be the difference between the
average colors of the pixels within segments s,; and s,;, and
b,; be the percentage of s,’s border that s;, occupies. In
addition, o;? is set to:

% . A ®)
~A 2

pi(diy) byN(Aj; 0, 03)

where the width scalar v=8 and the squared variance of the

color difference Guassian 0,*=30 in tested embodiments of
the present invention.
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2.3.2 Consistency Constraint

The consistency constraint ensures that the disparity maps
between the different images agree, i.e., if a pixel with
disparity d is projected from one image into another, its
projection should also have disparity d. When computing the
value of ¢ ;;(d) to enforce consistency, several constraints are
applied. First, a segment’s DSD should be similar to the
DSD of the segments it projects to in the other images.
Second, while it is desired that the segments’ DSD agree
between images, they must also be consistent with the
matching function m,;(d). Third, some segments may have
no corresponding segments in the other image due to occlu-
sions.

For each disparity d and segment s, its projected DSD is
computed, p,;(d) with respect to image I. If w(k, x) is the
segment in image I, that pixel x projects to and C; is the
number of pixels in s,

1 6
Pfjk @)= _C-- g p;r(k,x)(d) ©
i

xEsjj

The likelihood that segment s, is occluded in image k also
needs to be estimated. Since the projected DSD p,,"(d) is
low if there is little evidence for a match, the visibility
likelihood can be estimated as,

M

Vi :min(l.O, Z p;jk(d’)].
-

Along with the projected DSD, an occlusion function
0,+(d) is computed, which has a value of 0 if segment s,
occludes another segment in image I, and 1 if is does not.
This ensures that even if s, is not visible in image I, its
estimated depth does not lie in front of a surface element in
the kth image’s estimates of depth. More specifically, o,,(d)
is defined as

1 . . ®)
oj(d) = 10 = = 3" Pl (dinh(d = du + )
¥ XES[J'

where h(x)=1 if x=0 and zero otherwise is the Heaviside
step function and A is a constant used to determine if two
surfaces are the same. In tested embodiments, A was set to
4 disparity levels. Finally, the occluded and non-occluded
cases are combined. If the segment is not occluded, ¢, (d) is
computed directly from the projected DSD and the match
function, p,;"(d)m,,(d). For occluded regions, only the
occlusion function o0,,(d) is used. The final function for
¢;(d) is therefore,

Cijk(d):\’zjkpzjkt(d)mijk(d)*'(l 0=V, 5)0;(d) 9

In one embodiment of the present invention, the foregoing
DSD refinement process is performed as outlined in the flow
diagram shown in FIG. 9. First, one of the images in the
group of images being processed is selected (process action
900) and one of the segments of the selected image is
selected (process action 902). Next, refined disparity prob-
abilities are computed for the selected segment in the
manner described previously (process action 904). It is then
determined if all the segments of the selected image have
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been considered (process action 906). If not, process actions
902 through 906 are repeated for each remaining segment.
Once all the segments of the selected image have been
considered, it is determined if all the images have been
processed (process action 908). If not, process actions 900
through 908 are repeated for all the remaining images. Once
all the images have been considered, it is determined if a
prescribed number of refinement iterations have been com-
pleted (process action 910). If not, then the entire process of
actions 900 through 910 is repeated until the prescribed
number of iterations have been performed.

Once all the prescribed iterations have been completed,
each pixel x in each segment s, in each image is assigned the
disparity value d,; corresponding to the maximum probabil-
ity value in the DSD of the segment containing the pixel as
its disparity d(x) (process action 912). In equation form, this
is:

VxEsy,d(x)=arg max p(d'). (10)
2.4 Disparity Smoothing

Up to this point, the disparities in each segment are
constant. At this stage, this constraint is relaxed and the
disparities are allowed to vary smoothly based on disparities
in neighboring segments and images.

As indicated previously, at the end of the refinement stage,
each pixel in each segment of each image was set to the
disparity with the maximum probability value in the asso-
ciated DSD. To ensure that disparities are consistent
between images, the following is done. For each pixel x in
image I, with disparity d,(x), it is projected into each neigh-
boring image I, to find the pixel y in I, that corresponds to
the projection of x. d,(x) is then updated as follows:

o+l _LZ L i)+ ) (an
4 (X)—#N‘_ S

keN;

+(1 = 8)d{ (),

where d,;” is a binary function such that it is equal to 1 when
Id,(x)-d(y)l<A and equal to 0 when Id,(x)-d(y)IZA, and so
acts as an indicator variable that tests for similar disparities,
and where #N, is the number of neighbors. In tested embodi-
ments, A was set to 4 disparity levels.

After averaging the disparities across the images, the
disparities within a prescribed window of each pixel in each
of'the images, restricted to within the segment containing the
pixel, are averaged to ensure they remain smooth. In tested
embodiments, a 5x5 window was employed with success,
although other sizes can be used as desired. It is noted that
if the prescribed window extends past the borders of a
segment, only those pixels inside the segment are averaged
to establish a final disparity value for the pixel under
consideration. The foregoing disparity smoothing between
images is accomplished iteratively. In tested embodiments,
it was found that iterating through the images about 10-20
times using Eq. (11) and averaging within segments to
smooth the disparity values in each image in turn produced
the desired effect.

In one embodiment of the present invention, the foregoing
smoothing procedure is performed as outlined in the flow
diagram shown in FIGS. 10A-C. First, one of the images in
the group of images being processed is selected (process
action 1000), and then one of the pixels in that image is
selected (process action 1002). In addition, one of the
neighboring images of the selected image is selected (pro-
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cess action 1004). This is followed by projecting the selected
pixel into the selected neighboring image and identifying the
pixel in the neighboring image that corresponds to the
projected pixel (process action 1006). It is then determined
if the absolute value of the difference between the disparity
value currently assigned to the selected pixel and that
assigned to the identified corresponding pixel of the neigh-
boring image is less than a prescribed number of disparity
levels (process action 1008). If it is less, then the average of
the disparity values of the two pixels under consideration is
computed and assigned to the selected pixel as the disparity
factor associated with the selected neighboring image (pro-
cess action 1010). If, however, the absolute value of the
difference is not less than the prescribed number of disparity
levels, then the disparity value currently assigned to the
selected pixel is assigned to it as the disparity factor asso-
ciated with the selected neighboring image (process action
1012). It is next determined if all the neighboring images of
the selected image have been considered (process action
1014). If not, then process actions 1004 through 1014 are
repeated for each remaining neighboring image. Once all the
neighboring images have been considered, in process action
1016, the sum of the disparity factors assigned to the
selected pixel as being associated with the neighboring
images is computed and divided by the number of neigh-
boring images involved. Then, the result is assigned as the
current disparity value for the selected pixel (process action
1018). It is next determined if all the pixels of the selected
image have been processed (process action 1020). If not,
process actions 1002 through 1020 are repeated for each of
the remaining pixels. If all the pixels in the selected image
have been processed, then it is next determined if all the
images have been considered (process action 1022). If not,
then process actions 1000 through 1022 are repeated for
each of the remaining images. Once the inter-image smooth-
ing is complete, the process continues with intra-image
smoothing as described above. More particularly, referring
now to FIG. 10C, one of the images is selected again
(process action 1026). This time, a segment in the selected
image is selected (process action 1028) and a pixel of the
selected segment is selected (process action 1030). The
disparity values of the pixels in a prescribed-sized window
centered on the selected pixel, which are not outside the
selected segment, are then averaged and the result is
assigned to the selected pixel as its final disparity value
(process action 1032). It is next determined if all the pixels
in the selected segment have been considered (process
action 1034). If not, then process actions 1030 through 1034
are repeated for each remaining pixel. When all the pixels in
the selected segment have been processed, it is determined
if all the segments in the selected image have been consid-
ered (process action 1036). If not, then process actions 1028
through 1036 are repeated for each remaining segment.
When all the segments in the selected image have been
processed, the intra-image smoothing is performed on the
rest of the images. To this end, it is determined if all the
images have been considered for intra-image smoothing
(process action 1038). If not, then process actions 1026
through 1038 are repeated for each remaining image. When
all the images have been considered, in process action 1040,
it is determined if a prescribed number of smoothing itera-
tions have been completed. If not, then the entire process of
actions 1000 through 1040 is repeated until the prescribed
number of iterations has been performed. At that point, the
smoothing process ends.
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2.5 Exemplary Results

FIGS. 11(a)-(e) show some sample results obtained using
a tested embodiment of the present 3D reconstruction pro-
cess. FIG. 11(a) is an image of a group of people watching
a break dancer. Neighboring images exist but are not shown.
FIG. 11(b) illustrates the results of the segmentation phase
of the reconstruction where each splotch represents a dif-
ferent segment. FIG. 11(c) exemplifies per pixel depths
derived from the disparity estimates that would be obtained
by assigning the disparity associated with the maximum
probability value of the initial DSD of a segment to the
pixels in that segment. It is noted that in FIGS. 11(¢)-(e), the
lighter the pixel is in the image, the closer it is estimated to
be to the camera that captured the original image. FIG. 11(d)
represents the per pixel depth obtained as in FIG. 11(¢) but
after the DSD probabilities are refined in accordance with
the present reconstruction process. Finally, FIG. 11(e) rep-
resents the per pixel depths obtained after the previously
described smoothing procedure is performed. It can be seen
that the disparity estimates improve at each successive stage.
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Wherefore, what is claimed is:

1. A computer-implemented process for computing a 3D
reconstruction of a scene from multiple images thereof
which were captured from different viewpoints, comprising
using a computer to perform the following process actions:

segmenting each image into segments representing

regions of the image whose pixels are likely to exhibit
similar disparities;

computing an initial disparity space distribution (DSD)

for each segment of each image using an assumption
that all pixels within a segment have the same disparity,
wherein the initial DSD for a segment comprises an
initial estimate of probability that the pixels of the
segment exhibit a particular disparity for each of a set
of candidate disparities;

refining the initial estimates of the disparity probabilities

of the initial DSD for each segment of each image by
simultaneously enforcing a smoothness constraint
between neighboring segments within the same image
and a consistency constraint between corresponding
segments in the other images that depict the same
portion of the scene to produce a refined DSD;

for each segment in each image, assigning the disparity

corresponding to the maximum probability value in the
refined DSD of the segment to each pixel of the
segment; and

for each image, smoothing the disparity values assigned

to each pixel based on the disparities of corresponding
pixels in the other images that depict the same portion
of the scene and then based on the disparity values of
neighboring pixels within the same segment of the
image.
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2. The process of claim 1, wherein the process action of
segmenting each image, comprises the actions of:

assigning each pixel of the image under consideration to

its own segment;

for each pixel in turn in a prescribed order, reassigning a

prescribed number of the pixels neighboring the pixel
under consideration to the segment assigned to that
pixel, whenever their average color of the segment and
the color of the pixel under consideration differ by less
than a prescribed threshold.

for each segment in turn, determining if the segment is

less than a prescribed number of pixels in area, and
whenever the segment is less than the prescribed num-
ber of pixels in area, reassigning the pixels of the
segment to the neighboring segment that has the closest
average color to that of the segment under consider-
ation;

for each segment in turn, determining if the segment is

more than a prescribed number of pixels wide, and
whenever the segment exceeds the prescribed number
of pixels in width, splitting the segment horizontally
into as many equal segments as necessary to ensure
each of the new thinner segments is not more than said
prescribed number of pixels in width by reassigning the
pixels of the selected segment to the appropriate new
thinner segment;

for each segment in turn, determining if the segment is

more than a prescribed number of pixels tall, and
whenever the segment exceeds the prescribed number
of pixels in height, splitting the segment vertically into
as many equal segments as necessary to ensure each of
the new shorter segments is not more than said pre-
scribed number of pixels in height by reassigning the
pixels of the selected segment to the appropriate new
shorter segment.

3. The process of claim 2, wherein the process action of
segmenting each image further comprises, prior to perform-
ing the action of assigning each pixel of the image under
consideration to its own segment, the action of smoothing
the color differences between adjacent pixels of the image
under consideration.

4. The process of claim 3 wherein the process action of
smoothing the color differences between adjacent pixels of
the image under consideration, comprises the actions of:

for each pixel in raster order,

selecting each possible grouping of a prescribed num-
ber of contiguous pixels neighboring the pixel under
consideration in turn,

for each selected group, subtracting the intensity of
each color channel of each pixel in the selected
group from the intensity of corresponding color
channel of the pixel under consideration, and sum-
ming the squared value of the resulting differences to
produce a total difference for the selected group;

identifying the group exhibiting the smallest total dif-
ference.

averaging the color of each of the pixels in the identified

group and that of the selected pixel, and
assigning the resulting average color as the current
color of the selected pixel.

5. The process of claim 4, wherein the color smoothing
procedure is repeated a prescribed number of times.

6. The process of claim 4, wherein the prescribed number
of contiguous neighboring pixels is three.

7. The process of claim 2, wherein in the prescribed order
is a raster order.
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8. The process of claim 2, wherein the prescribed number
of neighboring pixels comprises the 4-connected neighbors.

9. The process of claim 2, wherein the prescribed number
of pixels in area is 100 pixels.

10. The process of claim 2, wherein the prescribed num-
ber of pixels in width is 40 pixels and the prescribed number
of pixels in height is 40 pixels.

11. The process of claim 2, wherein the prescribed dif-
ference threshold between the average color of the segment
and the color of the pixel under consideration is 8.

12. The process of claim 1, wherein the process actions of
computing the initial DSD for each segment of each image,
comprises the action of:

(a) establishing the set of candidate disparities and a depth

value for each candidate;
(b) selecting a candidate disparity;
(c) selecting a neighboring image of the image under
consideration;
(d) for each pixel in the segment under consideration,
projecting the pixel into the selected neighboring image
using the depth associated with the selected candi-
date disparity to identify the pixel in the neighboring
image that corresponds to the projected pixel,

if a corresponding pixel is identified, computing the
ratio of one or more prescribed gains associated with
the projected pixel and the identified neighboring
image pixel;

(e) generating a pixel gain ratio histogram;

() computing the sum of the three largest contiguous bins
in the pixel gain ratio histogram;

(g) designating the computed sum as the matching score
for the segment under consideration with the selected
neighbor image at the selected candidate disparity;

(h) repeating actions (c) through (g) for each remaining
neighboring image of the image under consideration;

(1) repeating actions (b) through (h) for each remaining
candidate disparity; and

(j) for each disparity value associated with a matching
score, dividing the product of the matching scores
computed in connection with all the neighboring
images for the disparity under consideration by the sum
of the product of the matching scores computed in
connection with all the neighboring images for every
disparity value associated with a matching score, to
produce a DSD probability for that disparity value.

13. The process of claim 12, wherein multiple gain ratios
are computed for each projected pixel and the identified
neighboring image pixel compared comprising the gain ratio
of each color channel associated with the pixels.

14. The process of claim 12, wherein a log scale is used
to establish the ranges of the bins of the pixel gain ratio
histogram.

15. The process of claim 14, wherein the pixel gain ratio
histogram comprises 20 bins.

16. The process of claim 12, wherein the process action of
establishing the set of candidate disparities and a depth value
for each candidate, comprises the actions of:

(a) inputting user-specified minimum and maximum

depth values;

(b) projecting the center pixel in a middle image in regard
to viewpoint of said multiple images onto one of its
neighboring images using the minimum depth specified
by the user;

(c) assigning the minimum depth value to a disparity
value associated with the neighboring image pixel
which corresponds to the projected center pixel;
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(d) projecting of the center pixel so that it lies one
disparity value from the immediately preceding pro-
jection and ascertaining the depth associated with the
current center pixel projection;

(e) determining if the last-ascertained depth value exceeds
the user-specified maximum depth;

(f) whenever the last-ascertained depth value does not
exceed the user-specified maximum depth, assigning
the last-ascertained depth to a disparity equaling the
immediately preceding disparity value assigned but
incremented by one disparity level; and

(e) repeating actions (d) through (f) until it is determined
in action (e) that the last-ascertained depth value
exceeds the user-specified maximum depth, at which
point the range of disparity values that have been
assigned depths are designated as the candidate dispar-
ity values.

17. The process of claim 1, wherein the process action of
refining the initial estimates of the disparity probabilities of
the initial DSD for each segment of each image, comprises
the actions of:

(a) computing refined disparity probabilities for each

segment of each image using the equation
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pi(d) =

where p,(d) refers to a refined disparity probability
value associated with probability d for segment s, , 1,(d)
is a function that enforces the smoothness constraint,
¢,:(d) is a function that enforces the consistency con-
straint with each neighboring image in the group of
neighboring images N,., and d' refers to all the disparity
values having associated probability values; and

(b) repeating action (a) a prescribed number of times.

18. The process of claim 17, wherein the prescribed
number of times ranges between 50 and 60.

19. The process of claim 1, wherein the process action of
smoothing the disparity values assigned to each pixel of
each image comprises inter-image smoothing, comprising
for each pixel of each image in turn, the actions of:

for each neighboring image of the image under consid-

eration,

projecting the pixel under consideration into the neigh-
boring image and identifying the pixel in the neigh-
boring image that corresponds to the projected pixel,

averaging the disparity values of the projected and
corresponding pixels and assigning the average to
the pixel under consideration as the disparity factor
associated with the neighboring image involved,
whenever the absolute value of the difference
between the disparity value currently assigned to the
pixel under consideration and that assigned to the
corresponding pixel in the neighboring image is less
than a prescribed number of disparity levels,

assigning the disparity value of the pixel under con-
sideration as the disparity factor associated with the
neighboring image involved, whenever the absolute
value of the difference between the disparity value
currently assigned to the pixel under consideration
and that assigned to the corresponding pixel in the
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neighboring image is not less than a prescribed
number of disparity levels, and

summing the disparity factors assigned to the pixel
under consideration as being associated with the
neighboring images and dividing the sum by the
number of neighboring images involved, and assign-
ing the result as the current disparity value for the
pixel.
20. The process of claim 19, wherein the process action of
smoothing the disparity values assigned to each pixel of
each image, further comprises intra-image smoothing, com-
prising for each pixel of each segment of each image, the
action of averaging the currently-assigned disparity values
of the pixels in a prescribed-sized window centered on the
pixel under consideration, which are not outside the segment
under consideration, and assigning the average to the pixel
under consideration as its final disparity value.
21. The process of claim 20, wherein the inter-image and
intra-image smoothing is repeated a prescribed number of
times.
22. The process of claim 21, wherein the prescribed-sized
window is a 5x5 pixel window.
23. The process of claim 1, wherein each of the images
depicts a part of the scene that overlaps the part of the scene
captured in at least one other of the images within a range
from approximately 60 to approximately 100 percent.
24. The process of claim 1, wherein the multiple images
represent contemporaneously captured images of a dynamic
scene.
25. The process of claim 24, wherein the contemporane-
ously captured images comprise video frames capture by
multiple video cameras placed at different viewpoints.
26. The process of claim 1, wherein the multiple images
represent images of a static scene captured with multiple
cameras placed at different viewpoints, or a single camera
which is moved from viewpoint to viewpoint to capture each
image.
27. Asystem for computing a 3D reconstruction of a scene
from multiple overlapping images thereof which were cap-
tured from different viewpoints, comprising:
a camera rig comprising multiple cameras disposed so as
to view different portions of the scene, but wherein the
field of view of each camera overlaps that of each
adjacent camera;
a general purpose computing device; and
a computer program comprising program modules
executable by the computing device, wherein the com-
puting device is directed by the program modules of the
computer program to,
partition each image into segments whose pixels are
likely to exhibit similar disparity values,

compute a disparity space distribution (DSD) for each
segment of each image comprising probability esti-
mates representing the likelihood that the pixels
making up the segment exhibit a particular disparity
for each of a set of candidate disparities,

for each segment in each image, assign the disparity
corresponding to the maximum probability value in
the DSD of the segment to each pixel of the segment;
and

for each image, smooth the disparity values assigned to
each pixel based on the disparities of corresponding
pixels in neighboring images that depict the same
portion of the scene as well as the disparity values of
neighboring pixels within the same segment of the
image.
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28. The system of claim 27, wherein the program module
for computing the disparity space distribution (DSD) for
each segment of each image, comprises sub-modules for:

computing an initial disparity space distribution (DSD)

for each segment of each image; and

refining the initial estimates of the disparity probabilities

of the initial DSD for each segment of each image by
simultaneously enforcing a smoothness constraint
between neighboring segments within the same image
and a consistency constraint between corresponding
segments in the other images that depict the same
portion of the scene to produce a refined DSD.

29. The system of claim 28, wherein the sub-module for
refining the initial estimates of the disparity probabilities of
the initial DSD for each segment of each image, comprises
sub-modules for:

computing refined disparity probabilities for each seg-

ment of each image using the equation
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wherein p,(d) refers to a refined disparity probability
value associated with probability d for segment s, , 1,(d)
is a function that enforces the smoothness constraint,
¢;#(d) is a function that enforces the consistency con-
straint with each neighboring image in the group of
neighboring images N;,., and d' refers to all the disparity
values having associated probability values; and
repeating the refined disparity probabilities computation
sub-module a prescribed number of times.
30. The system of claim 29, wherein the function that
enforces the smoothness constraint comprises the equation

b= [] rody et /ol o,

;€S

wherein S, denotes the neighbors of segment s, 4, is the
current maximum disparity estimate for segment s, S, , € is
an offset, and

i

o = S 2 - 2 002
pirldip) bjl(27f0'§)71*37(AﬂJ /273

wherein v is the width scalar, p,(d,) is last-computed
probability for d,;, b,, is the percentage of s, ’s border that s,
occupies, A, is the difference between the average colors of
the pixels within the segments s; and s,;, and o, is the
variance of the color difference Gaussian.

31. The system of claim 30, wherein €=0.01, v=8 and
0,2=30.

32. The system of claim 29, wherein the function that
enforces the consistency constraint comprises the equation

Cijk(d):\’zjkpzjkt(d)mijk(d)*'(l 0=V, 5)0;(d)
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wherein

1
Pfjk(d) = C_ Z p;r(k,x)(d)

Y xesy;

wherein p,,(d) is the projected DSD with respect to neigh-
boring image I, for disparity d of segment s, S,; denotes the
neighbors of segment s, m(k, x) is the segment in image I,
that pixel x projects to and so p,, ,"(d) is the probability for
disparity d for segment si(k, x), and C,; is the number of
pixels in s, and wherein m,;(d) is the matching function for
segment s;; in image k at disparity d, and wherein

Vi :min(l.O, > p;jk(d’)],
T

wherein v, represents the likelihood that segment s; is
occluded in image k, and wherein

1 ~ ~
0ild) = 1.0~ == 3" Pl y(dih(d iy +2),

¥ xEsjj

wherein 0,,(d) is an occlusion function which has a value of
0 if segment s,; occludes another segment in image I, and 1
if is does not to ensure that even if s, is not visible in image
I, its depth based on its estimated disparity does not lie in
front of a surface element in the kth image’s depth based on
its estimates of disparity, C,, is the number of pixels in s, and
h(d-d,+»)=1 if x20 and zero otherwise, which is the
Heaviside step function and A is a constant used to determine
if two surfaces are the same.

33. The system of claim 32, wherein A is set to 4 disparity
levels.

34. A computer-readable storage medium having com-
puter-executable instructions stored thereon for computing a
3D reconstruction of a scene from multiple images thereof
which were captured from different viewpoints, said com-
puter-executable instructions operable to:

partition each image into segments whose pixels are likely

to exhibit similar disparity values;
compute a disparity space distribution (DSD) for each
segment of each image comprising probability esti-
mates representing the likelihood that the pixels mak-
ing up the segment exhibit a particular disparity for
each of a set of candidate disparities;
for each segment in each image, assign the disparity
corresponding to the maximum probability value in the
DSD of the segment to each pixel of the segment; and

for each image, smooth the disparity values assigned to
each pixel based on the disparities of corresponding
pixels in neighboring images that depict the same
portion of the scene as well as the disparity values of
neighboring pixels within the same segment of the
image.



